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Preface

This book describes statistical methods applied to cost-effectiveness analysis. It represents the experience over many years of the author’s involvement in the application and methodology of health economic evaluation. The focus on randomised clinical trials reflects the fact that the trend towards collecting not only clinical, but also economic, data alongside clinical trials was the driving force behind many of the methodological developments described in the text. Health economics is a relatively young discipline and the use of clinical trials as a vehicle for economic evaluations began in earnest only twenty years ago. As a consequence, there has been a high degree of methodological development since then, with most of the reporting confined to journal articles. The aim of this book is to draw together those developments in a single source which we hope will be of interest to students of statistics, keen to understand more about health economics, and students of health economics, keen to understand the statistical methods required for undertaking economic evaluation of health care interventions. The exposition is at a technical level roughly equivalent to that found in final year undergraduate mathematics and statistics courses or postgraduate social sciences courses.

The book itself naturally divides into two parts. The first part (up to Chapter 5) deals with the established approach for the presentation of cost-effectiveness analyses, with a focus on estimating health outcomes and resource use costs. The second part of the book (Chapters 6 through 9) handles specific issues in more depth to give a fuller understanding of the nuances of a modern cost-effectiveness analysis where patient-level data are available.
In the preparation of any book there are numerous colleagues and students who have provided the inspiration and insight, as well as friends and family who have provided the encouragement and support, necessary to bring such a project to fruition. We are extremely grateful to all those people who have helped us over the years and aided us to a greater or lesser extent in supporting our endeavours and correcting our mistakes. However, one person stands out as the true inspiration for this book. A friend and colleague who had a major influence on both of our careers in the area of health economic evaluation, albeit in different ways, Bernie O’Brien was a rare person – someone with a keen intellect, an infectious enthusiasm, and a generosity of ideas that could not fail to rub off on those around him. His untimely death on the 13th of February, 2004 was a terrible shock and leaves a vacuum in the health economics community, as well as for his wife Karen and daughters, Emma and Lucy. We dedicate this book to Bernie’s memory.
1 Concepts

1.1 INTRODUCTION

There is a growing expectation from health care policymakers that evidence supporting the cost-effectiveness of new health care interventions, particularly pharmaceuticals, be provided along with the customary data on efficacy and safety. In Australia (Commonwealth of Australia, 1990) and Canada (Detsky, 1993) there are formal requirements that pharmaceutical companies present evidence of cost-effectiveness before a drug is granted reimbursement status on a formulary. In the United States there is demand for such economic data from third-party insurers, see Leaf (1989).

There are two general approaches to performing an economic evaluation of a health care intervention, see O’Brien (1996). One approach combines the efficacy and safety data from randomized clinical trials (RCTs) with cost data from secondary, non-trial sources in a decision analysis model. In such models the problem of inferential uncertainty is addressed using sensitivity analyses to determine what effect varying the model assumptions has on the results, see Briggs et al. (1994). The other approach uses health care utilization data collected on individual patients prospectively as part of an RCT. The health care utilization data combined with the appropriate price weights yield a measure of cost for each patient. Measuring effectiveness and cost at the patient level permits the use of more conventional methods of statistical inference to quantify the uncertainty due to sampling and measurement error. Since the early 1990s, when such data became
more common, numerous articles have been published in the area of the statistical analysis of cost-effectiveness data. Initially, efforts were concentrated on providing confidence intervals for incremental cost-effectiveness ratios, but more recently, due to concerns regarding ratio statistics, the concept of incremental net benefit has been proposed as an alternative.

The purpose of this book is to provide an illustrated summary of some of the key developments published in the last 10 years that deal with statistical issues related to the cost-effectiveness comparison of two groups when measures of effectiveness and cost are observed at the subject level. The context used throughout the book is that of patients in a two-arm RCT where patients are randomized to Treatment (T) or Standard (S), but the methods apply to the comparison of any two groups, subject to the concerns one might have regarding bias due to the lack of random group allocation.

1.2 COST-EFFECTIVENESS DATA AND THE PARAMETERS OF INTEREST

In a cost-effectiveness analysis (CEA), whether an incremental cost-effectiveness ratio (ICER) or an incremental net benefit approach is taken, five parameters need to be estimated. Two of the parameters are the differences between treatment arms of mean effectiveness and costs, denoted by $\Delta_{1e}$ and $\Delta_{1c}$, respectively. The other three parameters are the variances and covariance of those estimators. With the estimators of these five parameters, a CEA, based on either the incremental cost-effectiveness ratio or incremental net benefit, can be performed. For non-censored data the estimators are simple functions of the sample means, variances and covariance. For censored data estimation procedures are decidedly more complex.

Typically, the measure of effectiveness in a CEA is associated with a clinical event experienced by the patient. Quite commonly the event is death, but it could be relapse or reaching a pre-specified level of symptom relief. For simplicity, unless otherwise noted, we assume that the event is death. The simplest measure of effectiveness based on event data is the probability of the event not occurring within a
specified period of time from randomization. The specified period of time is often referred to as the duration of interest and denoted by $\tau$. Let the random variable $D_{Ti}$ be the time from randomization to the event for the $i$th patient on arm $T$ and let $S_T(t) = \Pr(D_{Ti} \geq t)$, then the measure of effectiveness is given by $S_T(\tau)$ and denoted as $\pi_T$. $S_T(t)$ is the survival function for patients on arm $T$. Defining $D_{Si}$, $S_S(t)$ and $\pi_S$ similarly for patients on arm $S$, the parameter of interest for effectiveness, denoted $\Delta_e$, is given by

$$\Delta_e = S_T(\tau) - S_S(\tau) = \pi_T - \pi_S$$ (1.1)

The quantity $\Delta_e$ is the absolute risk reduction, and $1/\Delta_e$ is the mean number of patients that need to be treated with $T$ rather than $S$ to prevent a death. This quantity is usually referred to informally as the ‘number-needed-to-treat’ or more simply as the NNT. If the probability of surviving 5 years is 0.6 for patients on arm $T$ and only 0.5 for patients on arm $S$, then we say that 10 (i.e. $1/0.1$) patients need to be treated with $T$ rather than $S$ to prevent one death, or more simply that the NNT is 10.

Another measure of effectiveness based on event data is the mean survival time over the duration of interest, otherwise referred to as the restricted mean survival time. The restricted mean survival time is sensitive to the entire survival curve from 0 to $\tau$, and not just its value at $\tau$. The restricted mean survival time for a particular arm, denoted as $\mu_j$, $j = T, S$, is the area under the respective survival curve from 0 to $\tau$, i.e.

$$\mu_j = \int_0^\tau S_j(t)dt$$

and the parameter of interest to be estimated for effectiveness is given by

$$\Delta_e = \int_0^\tau S_T(t)dt - \int_0^\tau S_S(t)dt = \mu_T - \mu_S$$ (1.2)

For mean survival time quantity $1/\Delta_e$ is the NNT to gain one year of life over the duration of interest. If the restricted mean survival time over 5 years for a patient on arm $T$ is 4 and only 3.75 for a patient on
arm $S$, then the NNT to gain one year of life is $4$ (i.e. $1/0.25$). The mean total restricted survival time of 4 patients on arm $T$ is $4 \times 4 = 16$, while on arm $S$ the mean total restricted survival time of 4 patients is $4 \times 3.75 = 15$.

The third measure of effectiveness based on survival data is the mean quality-adjusted survival time over the duration of interest, otherwise referred to as the restricted mean quality-adjusted survival time. Quality-adjusted survival time is based on the concept that patients experience, at any given time, a certain quality of life based on a utility scale for which $1$ is perfect health and $0$ is death, see Torrance (1986). Negative values are used to allow for states of health considered worse than death. If the quality of life at time $t$ for a patient on a particular treatment arm is given by $Q_j(t)$, $j = T, S$, then the restricted mean quality-adjusted survival time is given by

$$\varphi_j \equiv \int_0^\tau Q_j(t)dt$$

and the parameter of interest to be estimated for effectiveness is given by

$$\Delta_e = \int_0^\tau Q_T(t)dt - \int_0^\tau Q_S(t)dt = \varphi_T - \varphi_S \quad (1.3)$$

For quality-adjusted survival time the quantity $1/\Delta_e$ is the NNT to gain one quality-adjusted life-year over the duration of interest.

The quantity $\Delta_e$ is the difference between treatment arms with respect to effectiveness, and is a different function of the survival curves, depending on which measure of effectiveness is of interest.

If we let $\nu_j$ be the mean cost over the duration of interest for a patient in arm $j$, $j = T, S$, then the parameter of interest to be estimated for cost is given by

$$\Delta_c = \nu_T - \nu_S \quad (1.4)$$

The observed cost for a given patient is simply the sum of the amounts of each resource consumed by the patient multiplied by the respective price weight. Which resources are included depends
on the perspective taken by the analysis. If the analysis takes the perspective of the health care system, only resources covered under the system would be included. However, if a broader societal perspective were taken, then costs not covered under the system and items such as time lost from work and care by a family member could also be included; for a fuller discussion the reader is referred to Drummond et al. (1997). Estimation methods for $\Delta_e$, $\Delta_c$ and the corresponding variances and covariance are given in Chapter 2 for non-censored data and in Chapter 3 for censored data.

1.3 THE COST-EFFECTIVENESS PLANE, THE ICER AND INB

Researchers have long used the cost-effectiveness plane to explore the policy interpretation of cost-effectiveness analyses. The cost-effectiveness (CE) plane is a graph with $\Delta_c$ and $\Delta_e$ plotted on the vertical axis and horizontal axis, respectively, as illustrated in Figure 1.1. For more discussion on the cost-effectiveness plane the reader is referred to Black (1990). Let $\Delta = (\Delta_e, \Delta_c)^T$. If, for a particular Treatment/Standard comparison, the point $\Delta$ is located in the Southeast (SE) quadrant (i.e. $\Delta_e > 0, \Delta_c < 0$), Treatment is said to dominate Standard because it is more effective and less costly, and the argument to adopt it to replace Standard is self-evident. By contrast, if $\Delta$ lies in the Northwest (NW) quadrant (i.e. $\Delta_e < 0, \Delta_c > 0$) Treatment is dominated by Standard, and its rejection as a replacement for Standard is the rational policy choice. It is in the Northeast (NE) and Southwest (SW) quadrants, referred to as the trade-off quadrants, that the magnitudes of $\Delta_e$ and $\Delta_c$ need to be considered to determine if Treatment is cost-effective.

To assist in this determination researchers have traditionally used the incremental cost-effectiveness ratio. The ICER is defined as $R \equiv \Delta_c/\Delta_e$, but can be written as

$$\frac{1}{\Delta_c} \Delta_e = \text{NNT} \times \Delta_e$$

It is easy to see then that the ICER is the product of the number of patients that need to be given Treatment to achieve an extra unit
of effectiveness and the incremental cost of treating each of those patients, and is therefore the incremental cost of achieving a unit of effectiveness from using Treatment rather than Standard. On the CE plane the ICER is the slope of the line between the origin and the point \( \Delta \), see Figure 1.1. If the measure of effectiveness is the probability of surviving then the ICER is cost of saving a life (or preventing a death). If the measure of effectiveness is mean survival or mean quality-adjusted survival, then the ICER is the cost of achieving an extra year or quality-adjusted year of life (QALY), respectively. Essentially the ICER is the cost of an additional unit of effectiveness if Treatment is adopted over
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Standard. This, as in any transaction, needs to be compared with what a policymaker is willing to pay.

The amount a policymaker is willing to pay is referred to as the willingness-to-pay (WTP), and is denoted by $\lambda$. The concept of WTP is discussed by Pauly (1995), and methods for quantifying it can be found in O’Brien and Gafni (1996), Johnson et al. (1998) and Hanley et al. (2003). By drawing a line through the origin with slope $\lambda$, the CE plane can be divided into two regions. For convenience this line will be referred to as the threshold. For points on the plane below and to the right of the threshold (the shaded area in Figure 1.1), Treatment is considered cost-effective, but for those above and to the left it is not. Since $\lambda$ is positive, points in the SE quadrant are always below the threshold and therefore correspond to comparisons for which Treatment is cost-effective. On the other hand, points in the NW are always above the threshold and correspond to comparisons for which Treatment is not cost-effective. It is in the NE and SW quadrants that the concept of WTP allows for trade-off between effectiveness and costs. In the NE quadrant the slope of any point below the line is less than $\lambda$, i.e. $\Delta_e/\Delta_e < \lambda$ which implies that $\Delta_e < \Delta_e\lambda$. Therefore, the increase in value ($\Delta_e\lambda$) is greater than the increase in cost, making Treatment cost-effective. In the SW quadrant the slope of any point below the line is greater than $\lambda$, and since $\Delta_e$ and $\Delta_c$ are both negative (i.e. treatment is less effective and less costly), we have $\Delta_c/\Delta_e = |\Delta_c| / |\Delta_e| > \lambda$ which implies that $|\Delta_e| > |\Delta_e\lambda|$. Therefore, the value lost ($|\Delta_e\lambda|$) is less than the amount saved ($|\Delta_c|$), making Treatment cost-effective.

In summary, Treatment is cost-effective if

$$\Lambda : \frac{\Delta_e}{\Delta_e} < \lambda \quad \text{if } \Delta_e > 0; \quad \text{or} \quad \frac{\Delta_e}{\Delta_e} > \lambda \quad \text{if } \Delta_e < 0 \quad (1.5)$$

Expression (1.5) (Hypothesis $\Lambda$) defines the region below the threshold and can be thought of as the alternative hypothesis for the null Hypothesis $H$, given by:

$$H : \frac{\Delta_e}{\Delta_e} \geq \lambda \quad \text{if } \Delta_e > 0; \quad \text{or} \quad \frac{\Delta_e}{\Delta_e} \leq \lambda \quad \text{if } \Delta_e < 0 \quad (1.6)$$

Rejecting $H$ in favour of $\Lambda$ would provide evidence to adopt Treatment. These expressions are somewhat awkward and can be simplified considerably by the introduction of incremental net benefit.
8 Concepts

The incremental net benefit (INB) is a function of $\lambda$, and is defined as

$$b_\lambda \equiv \Delta_e \lambda - \Delta_c$$  (1.7)

$b_\lambda$ is the incremental net benefit because it is the difference between incremental value ($\Delta_e \lambda$) and incremental cost ($\Delta_c$). Treatment is cost-effective if, and only if, $b_\lambda > 0$, regardless of the sign of $\Delta_c$. To see this, both inequalities involving the ICER in Expression (1.5) can be rearranged to the inequality $\Delta_e \lambda - \Delta_c > 0$. Similarly, both inequalities involving the ICER in Expression 1.6 can be rearranged to the inequality $\Delta_e \lambda - \Delta_c \leq 0$. Therefore, in terms of INB the null and alternative hypotheses become

$$H : \Delta_e \lambda - \Delta_c \leq 0 \text{ versus } A : \Delta_e \lambda - \Delta_c > 0$$  (1.8)

On the CE plane $b_\lambda$ is the vertical distance from the point $\Delta$ to the threshold, being positive if it is below the line and negative otherwise. Because it has slope $\lambda$, the point on the threshold with abscissa equal to $\Delta_e$ is $(\Delta_e, \Delta_e \lambda)$ and so the vertical distance between it and $\Delta$ is $\Delta_e \lambda - \Delta_c$, see Figure 1.2.

The incremental net health benefit (INHB) is defined as $\Delta_e - \Delta_c / \lambda = b_\lambda / \lambda$ and measures net benefit in units of effectiveness. Since INHB is simply a positive constant times INB, statistical inference made on one will be identical to statistical inference made on the other. INB has the advantage of being linear in $\lambda$. Therefore in a sensitivity analysis of WTP, the plots of INB by $\lambda$, are straight lines. Another advantage of INB is that it generalizes to more than one outcome. In a trial of patients at risk of thrombosis, if $\Delta_{e1}$, $\Delta_{e2}$ and $\Delta_{e3}$ are the differences of the probability of avoiding death, thrombosis and stroke, respectively, and if $\lambda_1$, $\lambda_2$ and $\lambda_3$ are the corresponding WTP values, then INB is defined as $\Delta_{e1} \lambda_1 + \Delta_{e2} \lambda_2 + \Delta_{e3} \lambda_3 - \Delta_c$. A corresponding formulation in INHB is not possible.

1.4 OUTLINE

The remainder of the book is organized as follows. Methods for estimating $\Delta_e$ and $\Delta_c$ and their variances and covariances for non-censored data are given in Chapter 2. The methods make use of simple statistics,
such as proportions and sample means and variances. Estimation methods for censored data are given in Chapter 3. The methods include life-table procedures, the direct method of Lin et al. (1997) and inverse probability weighting. How the parameters are used in a cost-effectiveness analysis is described in Chapter 4. Emphasis is placed on estimating the ICER and INB, along with their confidence limits, and constructing cost-effectiveness acceptability curves. In Chapter 5 the methods of Chapters 2, 3 and 4 are illustrated with examples. Methods for determining sample sizes, using both classical and Bayesian
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approaches, are given in Chapter 6. In Chapter 7 regression methods for covariate adjustment and testing for treatment by prognostic factor interactions are described, along with several examples. The issues regarding multicenter and multinational trials are the subject of Chapter 8. In Chapter 9 a more general framework of statistical modeling is proposed, which is based on modeling the separate components cost-effectiveness to build indirect estimates of incremental cost and effectiveness.
2

Parameter Estimation for Non-censored Data

2.1 INTRODUCTION

Data from a clinical trial are said to be non-censored if all patients were followed either until death or for the total duration of interest. This implies that no patients were lost to follow-up and that the delay in time between when the last patient was randomized and when the analysis was conducted was sufficiently long that all patients were followed for the duration of interest. Consequently, the measure of effectiveness and total cost are known for all patients. Trials of treatments for acute health events, such as myocardial infarction and asthma exacerbations, are likely to have non-censored data since the duration of interest is usually relatively short. As the duration lengthens, however, the probability that some patients will be lost to follow-up increases. In addition, for trials with long durations of interest and staggered patient entry, analysis will likely occur prior to all patients having been followed for the entire duration of interest, resulting in administrative censoring.

The statistical methods for estimating the five parameters required to conduct a cost-effectiveness analysis when the data are non-censored are given in the remaining sections of this chapter. For brevity, in the remainder of the chapter and throughout the rest of the book the terms ‘mean cost’ or ‘mean effectiveness’ will be used in place of the term ‘restricted (to the duration of interest) mean’.
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Estimation of the between-treatment difference in mean cost is dealt with in the Section 2.2, beginning with the common approach in clinical trials of using the difference in sample means. However, in practice cost data can be skewed and will often have excess zeros, which can lead to inefficiency in the standard least-squares approach. The most common approaches advocated for overcoming these problems are outlined in the remainder of the section. All three functions of survival—probability of surviving, mean survival time and mean quality-adjusted survival time—are considered in Section 2.3. Particular attention is given to the importance of controlling for baseline utility in the estimation of QALY gains. Because the data are non-censored, only simple statistics, such as proportions and sample means, variances and covariances, are required. The methods for handling censoring are the subject of Chapter 3.

2.2 COST

Incremental cost is often estimated by the between-treatment difference in the sample means. However, the nature of health service resource use is that cost data are often highly skewed and can exhibit a large proportion of zero values. Nevertheless, the fundamental interest of the economist in means was outlined in the Chapter 1 and leads to a rejection of rank order statistics, such as the median, and associated rank sum tests for location, when analyzing such data. Possible solutions include the use of transformation and smearing, the direct transformation of the expectation of cost and the use of two-part models for separating out zero observations.

2.2.1 Sample means for estimating incremental cost

For non-censored data the total cost over the duration of interest is observed for all patients, and the mean cost in each arm of the trial is often estimated by the sample mean. If we let $C_{ji}$ be the observed total cost over the duration of interest for the $j$th patient, where the $j$th patient is the $i$th patient on the $j$th arm, where $j = T, S; i =$
1, 2, \ldots n_j$: and $n_j$ is the number of patients randomized to the $j$th arm, then $\nu_j$, the mean cost for the $j$th arm, is estimated by

$$\hat{\nu}_j = \frac{1}{n_j} \sum_{i=1}^{n_j} C_{ji}$$

Therefore, the between-arm difference in mean cost is estimated by

$$\hat{\Delta}_c = \hat{\nu}_T - \hat{\nu}_S = \frac{1}{n_T} \sum_{i=1}^{n_T} C_{Ti} - \frac{1}{n_S} \sum_{i=1}^{n_S} C_{Si} \quad (2.1)$$

The variance of $\hat{\Delta}_c$ is estimated by

$$\hat{V}(\hat{\Delta}_c) = \hat{V}(\hat{\nu}_T) + \hat{V}(\hat{\nu}_S)$$

$$= \frac{1}{n_T(n_T - 1)} \sum_{i=1}^{n_T} (C_{Ti} - \hat{\nu}_T)^2 + \frac{1}{n_S(n_S - 1)} \sum_{i=1}^{n_S} (C_{Si} - \hat{\nu}_S)^2 \quad (2.2)$$

The formulation in Equation (2.2) allows the between-patient variance in cost to differ between arms.

Because of the right-skewing which is usually present in cost data, criticism is often leveled at the use of least-squares methods such as sample means and variances, see O’Hagan and Stevens (2003), Briggs and Gray (1998a), Thompson and Barber (2000), Nixon and Thompson (2005) and Briggs et al. (2005), and transformations, such as the logarithm and square root, are sometimes proposed. However, such transformations provide estimates on a scale not relevant to decision makers, see Manning and Mullahy (2001) and Thompson and Barber (2000).

One approach to this issue is to consider ‘rules of thumb’ for when skewness may cause concern for standard least-squares methods of analysis. Although it is commonly considered that the central limit theorem applies for samples with greater than 30 observations, ensuring a normal distribution of the sample mean whatever the distribution in the underlying population, this rule of thumb may not apply to non-symmetric distributions typical of cost data. An alternative rule of thumb for situations where the ‘principal deviation from normality consists of marked positive skewness’ is provided by Cochran (1977) with the suggestion that $n > 25\eta^2$ where $\eta$ is the skewness coefficient.
in the sample and \( n \) is the sample size. The guideline was devised such that a 95% confidence interval will have an error probability no greater than 6%.

Additionally, a number of investigations into the issue of skewed data, using mostly simulated data, have drawn the conclusion that least-squares methods provide valid estimates of mean cost and the between-arm difference in mean cost. Lumley et al. (2002) provide a review of such investigations. Willan and O’Brien (1996) and Willan, Briggs and Hoch (2004) address specifically the issue of skewed cost data and find that, even when cost data is distributed as log-normal to the base 10, the distribution of \( \hat{\Delta}_c \) exhibits little skewness and kurtosis for sample sizes as small as 25 per arm.

Nonetheless, the blind application of sample means and variances to cost data with extreme outliers is likely to lead to misleading conclusions. Faith in the robustness of least-squares methodology is no substitute for careful examination of the data using box-plots and histograms. Furthermore, although least-squares methods may provide valid estimators of mean cost, the estimators may be inefficient in the presence of right skewing.

### 2.2.2 Using multiple regression models

In the presence of high levels of skewness, it is natural to consider whether, by modeling cost on covariates, the skewness in the data can be explained. It is helpful to recognize that, at the simplest level, the simple comparison of means from Section 2.2.1 can be represented by the following linear model

\[
C_i = \alpha + \Delta c t_i + \varepsilon_i
\]

where \( \alpha \) is an intercept term, \( t_i \) a treatment dummy, taking the values zero for the standard treatment (S) and one for the new treatment (T), and \( \varepsilon \) a random error term. The coefficient \( \Delta c \) on the treatment dummy gives the estimated incremental cost of treatment exactly as in Equation (2.1). Similarly, the standard error of the coefficient will be the square root of the variance given in Equation (2.2).
The advantage of the regression framework is that it is straightforward to add covariates in addition to the treatment indicator. For example, baseline patient characteristics measured prior to randomization can be employed to make allowance for prognostic information in the treatment comparison using the multiple regression framework given by

\[ C_i = \alpha + \sum_{k=1}^{p} \beta_k x_{ik} + \Delta_c t_i + \varepsilon_i, \]

where \( x_{ik} \) is value of the \( k \)th covariate for the \( i \)th patient. As before, the coefficient \( \Delta_c \) for the treatment indicator gives the incremental cost controlling for the covariates. In the context of an experimental design such as a randomized controlled trial, the randomization process is expected to ensure a balance of both observed and unobserved potentially confounding factors across the treatment arms. Therefore, the use of prognostic covariates will not usually materially affect the magnitude of the estimated incremental cost, but may account for some of the skewness and improve the precision of the estimate, leading to narrower confidence intervals, see Altman (1985) and Pocock (1984).

2.2.3 Transformation (and the retransformation problem)

In practice, adding covariates to a cost regression rarely results in a model with a high explanatory power. The consequence is that residual skewness in the error term of the regression often remains and consideration can be given to transforming the cost with the aim of fitting a superior model. However, with any transformation of the data, it is important to recognize that health care policy decisions must be made concerning costs on the untransformed scale and so retransformation from the scale of estimation back to the original cost scale will be required. Consider fitting a linear model to some transformation of the cost data \( Z_i = g(C_i) \). Although the back-transformation \( h(\cdot) = g^{-1}(\cdot) \) can be employed it is well-known that \( E[h(\cdot)] \neq h(E[\cdot]) \)
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for non-linear transformations, therefore estimating coefficients from the regression model

\[ Z_i = \alpha^Z + \Delta^Z c t_i + \varepsilon_i \]

in order to predict the cost on the untransformed scale as

\[ \hat{C}_i = h (\hat{\alpha}^Z + \Delta^Z c t_i) \]

would give a biased estimate since

\[ E [h (Z_i)] = E [C_i] \]
\[ = E [h (\alpha^Z + \Delta^Z c t_i + \varepsilon_i)] \]
\[ \neq E [h (\alpha^Z + \Delta^Z c t_i)] \]

2.2.3.1 A Taylor series approximation

Commonly, the Taylor series (or Delta) method is used to provide an approximation of the expectation of a random variable under a non-linear transformation. Letting \( \mu_Z = E [Z] \), we have:

\[ E [h (Z_i)] = E [h (\mu_Z + Z - \mu_Z)] \]
\[ = E \left[ h (\mu_Z) + (Z - \mu_Z) h' (\mu_Z) + \frac{(Z - \mu_Z)^2}{2!} h'' (\mu_Z) \right. \]
\[ + \frac{(Z - \mu_Z)^3}{3!} h''' (\mu_Z) + \ldots \] \[ \simeq h (\mu_Z) + \frac{1}{2} h'' (\mu_Z) \text{ var } [Z] \]

Thus the Taylor series approximation to the expectation on the untransformed scale suggests using a bias correction term of one half of the second derivative of the back-transformation function \( h(\cdot) \) multiplied by the variance of \( Z \), which can be estimated by \( \text{var } (\hat{\varepsilon}_i^Z) \).

2.2.3.2 A non-parametric ‘smearing’ estimator

While the Taylor series approximation may be adequate, there is an alternative approach known as non-parametric smearing that does not require a specific distribution for the error term, see Duan (1983).

Note that the expectation of the untransformed cost can be written as a functional of the cumulative distribution function (cdf) of the errors
on the transformed scale

\[ E [C_i] = E \left[ h (\alpha^Z + \Delta_c^Z t_i + \varepsilon_i^Z) \right] \]
\[ = \int h (\alpha^Z + \Delta_c^Z t_i + \varepsilon_i^Z) dF (\varepsilon_i^Z), \]

where \( F(\varepsilon_i^Z) \) represents the cumulative distribution function (cdf) of the error on the transformed scale. Rather than assume a parametric form for the cdf, it can be estimated by the empirical cdf of the estimated residuals

\[ \hat{F}_t (e) = \frac{1}{n} \sum_{i=1}^{n} I \{ \hat{\varepsilon}_i^Z \leq e \}, \]

where \( I \{ \cdot \} \) is the indicator function, \( \hat{\varepsilon}_i^Z = Z_i - (\hat{\alpha}^Z + \hat{\Delta}_c^Z t_i) \). \( Z_i = g(C_i), n = n_S + n_T, \) and \( \hat{\alpha}^Z \) and \( \hat{\Delta}_c^Z \) are the OLS estimated regression coefficients of \( Z_i \) on \( t_i \).

The expected cost \( E [C_i] \) is estimated by substituting the empirical cdf for the unknown cdf and substituting the OLS estimates of the regression coefficients to yield

\[ \hat{E} [C_i] = \int h (\hat{\alpha}^Z + \hat{\Delta}_c^Z t_i + \hat{\varepsilon}_i^Z) d\hat{F}_t (\hat{\varepsilon}_i^Z) = \frac{1}{n} \sum_{i=1}^{n} h (\hat{\alpha}^Z + \hat{\Delta}_c^Z t_i + \hat{\varepsilon}_i^Z), \]

which gives the ‘smearing’ estimate for the expectation on the untransformed scale and provides an estimate of the between-treatment difference given by

\[ \hat{\Delta}_c = \frac{1}{n} \sum_{i=1}^{n} h (\hat{\alpha}^Z + \hat{\Delta}_c^Z + \hat{\varepsilon}_i^Z) - \frac{1}{n} \sum_{i=1}^{n} h (\hat{\alpha}^Z + \hat{\varepsilon}_i^Z). \]

### 2.2.4 Generalized linear models

An alternative approach to transforming the data is to work within the class of generalized linear models (GLMs) where a linear predictor, \( x^T \beta \), is related to the expectation of the outcome of interest through a link function \( g(\cdot) \), such that \( g (E [y|x]) = x^T \beta \). Since, in the GLM framework, it is the expectation that is subject to the transformation (rather than the data), back-transformation to the
original scale is straightforward using the inverse of the link function: 
\[ E[y|x] = g^{-1}(x^T \beta) \]. Given the fundamental interest of the economist in the mean cost/expenditure, this makes the GLM class of models particularly attractive. In addition, GLMs are extremely flexible, allowing a range of different distributions for the data to be coupled with different link functions.

For the purposes of the exposition here, the multiplicative log link GLM is assumed such that the model for cost is given by

\[
\ln (E[C_i]) = \alpha + \sum_{k=1}^{p} \beta_k x_{ik} + \Delta_t t_i
\]

or, equivalently

\[
E[C_i] = \exp \left\{ \alpha + \sum_{j=1}^{p} \beta_j x_{ij} + \Delta_t t_i \right\}
\]

(Model 4)

What should be clear for the expression given above, is that the coefficient on the treatment dummy from a multiplicative model of cost is a factor, such that the incremental cost is obtained by multiplying this factor by the average cost in the absence of treatment. This means that the estimated incremental cost will vary according to the baseline cost in the standard care arm. If covariates have an important impact on this baseline cost, then the incremental cost of treatment may also vary substantially by covariate pattern. Thus, it is the lack of treatment interaction with baseline covariates in a multiplicative model that indicates important subgroup effects.

### 2.2.5 Two-part models for excess zeros

One approach to the problem of excess zeros is to form a two-part model. In the first part of the model, a logistic GLM is employed using the indicator variable for positive cost to predict which costs will be
positive and which costs will be zero. This gives the first part of the model as

$$\ln \left( \frac{\pi_i}{1 - \pi_i} \right) = \alpha^\pi + \Delta^\pi t_i$$

with the predicted probability that the cost is positive given by

$$\pi_i = \frac{\exp \{ \alpha^\pi + \Delta^\pi t_i \}}{1 + \exp \{ \alpha^\pi + \Delta^\pi t_i \}}$$

The second part of the model then involves modeling the positive costs only using the transformed positive costs $C_i^+$, the transformed positive costs $Z_i^+ = g(C_i^+)$ using OLS, or most flexibly with a GLM for the expectation of positive cost.

The overall predicted value for a two-part model is simply the product of the expectations of its two parts, given by

$$\hat{C}_i = \hat{\pi}_i \hat{C}_i^+ = \frac{\exp \{ \hat{\alpha}^\pi + \hat{\Delta}^\pi t_i \}}{1 + \exp \{ \hat{\alpha}^\pi + \hat{\Delta}^\pi t_i \}} g^{-1} \left( \hat{\alpha}^{C^+} + \hat{\Delta}^{C^+} t_i \right)$$

where the regression of positive cost is assumed undertaken from a GLM with $g^{-1} (\cdot)$ representing the inverse of the link function. The difference between treatment arms is estimated by

$$\frac{\exp \{ \hat{\alpha}^\pi + \hat{\Delta}^\pi \}}{1 + \exp \{ \hat{\alpha}^\pi + \hat{\Delta}^\pi \}} g^{-1} \left( \hat{\alpha}^{C^+} + \hat{\Delta}^{C^+} \right) - \frac{\exp \{ \hat{\alpha}^\pi \}}{1 + \exp \{ \hat{\alpha}^\pi \}} g^{-1} \left( \hat{\alpha}^{C^+} \right)$$

A similar result holds if the second part of the two-part model is based on transformed cost; however, as discussed above, consideration should be given to a Taylor series or smearing correction in order to give an unbiased estimators for untransformed cost.

### 2.2.6 Cost prediction models

Collecting all health care utilization data in a clinical trial can be very expensive. As an alternative, investigators may choose to collect a small number of high-impact utilization variables, and use them, along with some baseline and outcome variables, to predict total cost.
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for each patient. This approach relies on the existence of the results of a regression analysis using a previously existing dataset, in which total cost has been regressed on the predictor variables in question.

Let \( x_{jki} \) be the observed value of predictor \( k \) \((k = 1, \ldots, p)\) on patient \( i \) \((i = 1, \ldots, n_j)\) from treatment arm \( j \) \((j = T, S)\). Then \( x_{ji} = (x_{j1i}, x_{j2i}, \ldots x_{jpi})^T \) is the vector of predictor variables for patient \( i \) from treatment arm \( j \). Let \( \bar{x}_j = \frac{1}{n_j} \sum_{i=1}^{n_j} x_{jii}, \bar{x}_T - \bar{x}_S, \hat{\Sigma}_x \) be the sample variance–covariance matrix based on the \( x_{ji} \) values, and \( \hat{\Sigma}_x = \frac{1}{n_T} \hat{\Sigma}_{xT} + \frac{1}{n_S} \hat{\Sigma}_{xS} \). Let \( \hat{\beta} \) be the vector of dimension \( p \) of parameter estimates corresponding to the \( p \) predictor variables resulting from the regression analysis performed on the existing data, with estimated variance–covariance matrix given by \( \hat{\Sigma}_\beta \). The quantity \( \hat{\beta}_0 + \hat{C}_{ji} \) is the predicted cost for patient \( i \) from treatment arm \( j \), where \( \hat{C}_{ji} = x_{ji}^T \hat{\beta} \) and \( \hat{\beta}_0 \) is the estimate of the intercept from the regression analysis performed on the existing data. The estimator of between-arm difference in mean cost is \( \hat{\mathcal{C}}_T - \hat{\mathcal{C}}_S \), where \( \hat{\mathcal{C}}_j = \frac{1}{n_j} \sum_{i=1}^{n_j} \hat{C}_{ji} \). A naïve estimator for the variance of \( \hat{\mathcal{C}}_T - \hat{\mathcal{C}}_S \) is given by

\[
\sum_{i=1}^{n_S} (\hat{C}_{Si} - \hat{\mathcal{C}}_S)^2/n_S(n_S - 1) + \sum_{i=1}^{n_T} (\hat{C}_{Ti} - \hat{\mathcal{C}}_T)^2/n_T(n_T - 1)
\]

but this ignores the fact that \( \hat{\beta} \) is a random vector. The proper estimator for the variance of \( \hat{\mathcal{C}}_T - \hat{\mathcal{C}}_S \) is given by \( x^T \hat{\Sigma}_x \hat{x} + \hat{\beta}^T \hat{\Sigma}_\beta \hat{\beta} + \text{trace} (\hat{\Sigma}_\beta \hat{\Sigma}_x) \). (see Willan and O’Brien, 2001). Setting \( \hat{\Sigma}_\beta = 0 \) yields the naïve estimator given above.

**2.3 EFFECTIVENESS**

In dealing with the effectiveness side of cost-effectiveness analysis, consideration is given to each of the three possible measures of effectiveness typically employed in clinical trials that include economic analyses: probability of surviving, mean survival time and mean quality adjusted survival time. Due to the role of baseline utility measures in the QALY calculus, the appropriate adjustment of QALY measures is also discussed.


2.3.1 Probability of surviving

Let the random variable \( D_{ji} \) be the time from randomization to death for the \( ji \)th patient, and let \( S_j(t) = \Pr(D_{ji} \geq t) \), then the probability of surviving the duration of interest for a patient on the \( j \)th arm is given by \( S_j(\tau) \), which is denoted more simply by \( \pi_j \). For non-censored data \( S_j(\tau) \) is estimated by the proportion of patients who survived the duration of interest. Let \( \bar{\delta}_{ji} = 1 \) if the \( ji \)th patient was observed to survive the duration of interest, and 0 if not. That is, \( \bar{\delta}_{ji} = I \{ D_{ji} \geq \tau \} \), where \( I \{ \text{expression} \} \) is the indicator function, equaling 1 if the expression is true, and 0 otherwise. The probability of surviving the duration of interest for a patient on the \( j \)th arm is estimated by \( \hat{\pi}_j = \frac{1}{n_j} \sum_{i=1}^{n_j} \bar{\delta}_{ji} \).

Therefore, the estimated between-arm difference is given by

\[
\hat{\Delta}_e = \hat{\pi}_T - \hat{\pi}_S = \frac{1}{n_T} \sum_{i=1}^{n_T} \bar{\delta}_{Ti} - \frac{1}{n_S} \sum_{i=1}^{n_S} \bar{\delta}_{Si} \tag{2.3}
\]

The variance of \( \hat{\Delta}_e \) is estimated by

\[
\hat{\nu}(\hat{\Delta}_e) = \hat{\nu}(\hat{\pi}_T) + \hat{\nu}(\hat{\pi}_S) = \frac{\hat{\pi}_T(1 - \hat{\pi}_T)}{n_T} + \frac{\hat{\pi}_S(1 - \hat{\pi}_S)}{n_S} \tag{2.4}
\]

and the covariance between \( \hat{\Delta}_e \) and \( \hat{\Delta}_e \) by

\[
\text{Cov}(\hat{\Delta}_e, \hat{\Delta}_e) = \text{Cov}(\hat{\pi}_T, \hat{\nu}_T) + \text{Cov}(\hat{\pi}_S, \hat{\nu}_S)
\]

\[
= \frac{\left[ \left( \sum_{i=1}^{n_T} \bar{\delta}_{Ti} C_{Ti} \right) - n_T \hat{\pi}_T \hat{\nu}_T \right]}{n_T(n_T - 1)} + \frac{\left[ \left( \sum_{i=1}^{n_S} \bar{\delta}_{Si} C_{Si} \right) - n_S \hat{\pi}_S \hat{\nu}_S \right]}{n_S(n_S - 1)} \tag{2.5}
\]

2.3.2 Mean survival time

Since there is no censoring, all patients have their survival time observed and sample means can be used to estimate the mean survival time. Let \( X_{ji} = \min(D_{ji}, \tau) \); i.e. \( X_{ji} \) is the duration of interest or the time
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from randomization to death, whichever is smaller. The mean survival for a patient on the $j$th treatment, denoted by $\mu_j$, is estimated by:

$$\hat{\mu}_j = \frac{1}{n_j} \sum_{i=1}^{n_j} X_{ji}.$$ 

Therefore, the estimated between-arm difference is given by

$$\hat{\Delta}_e = \hat{\mu}_T - \hat{\mu}_S = \frac{1}{n_T} \sum_{i=1}^{n_T} X_{Ti} - \frac{1}{n_S} \sum_{i=1}^{n_S} X_{Si}$$  (2.6)

The variance of $\hat{\Delta}_e$ is estimated by

$$\hat{V}(\hat{\Delta}_e) = \hat{V}(\hat{\mu}_T) + \hat{V}(\hat{\mu}_S)$$

$$= \frac{1}{n_T (n_T - 1)} \sum_{i=1}^{n_T} (X_{Ti} - \hat{\mu}_T)^2 + \frac{1}{n_S (n_S - 1)} \sum_{i=1}^{n_S} (X_{Si} - \hat{\mu}_S)^2$$  (2.7)

and the covariance between $\hat{\Delta}_e$ and $\hat{\Delta}_c$ by

$$\text{Cov}(\hat{\Delta}_e, \hat{\Delta}_c) = \text{Cov}(\hat{\mu}_T, \hat{\nu}_T) + \text{Cov}(\hat{\mu}_S, \hat{\nu}_S)$$

$$= \frac{1}{n_T (n_T - 1)} \sum_{i=1}^{n_T} (X_{Ti} - \hat{\mu}_T) (C_{Ti} - \hat{\nu}_T)$$

$$+ \frac{1}{n_S (n_S - 1)} \sum_{i=1}^{n_S} (X_{Si} - \hat{\mu}_S) (C_{Si} - \hat{\nu}_S)$$  (2.8)

2.3.3 Mean quality-adjusted survival time

To measure a patient’s quality-adjusted life-years (QALYs) over the duration of interest, we assume that the patient’s quality of life (QoL) is measured at various times during this period, most likely, though not necessarily at $t = 0$ (at randomization), at $t = \tau$, and perhaps at times in between. The measurements are on a scale in which 1 corresponds to perfect health, 0 to death, and negative values to states of health worse than death. For a more complete discussion of measuring quality of life, the reader is referred to Weinstein and Stason (1977) and Torrance (1976; 1986; 1987).
Suppose there are \( m_{ji} \) QoL measurements on the \( ji \)th patient, taken at times: \( 0 \leq t_{ji1} < t_{ji2} < \ldots < t_{jimji} \leq \tau \), with corresponding values \( Q_{ji1}, Q_{ji2}, \ldots, Q_{jimji} \). The observed QALY on the \( ji \)th patient, denoted by \( q_{ji} \), is simply the area under the curve, between 0 and \( X_{ji} \), of the plot of the \( Q_{ji} \) by the \( t_{ji} \) values, as shown in Figure 2.1. (As would be expected with most clinical trials, in Figure 2.1 we have set \( t_{ji1} = 0 \).) Therefore, \( q_{ji} = \int_0^{X_{ji}} Q_{ji}(t) \, dt \), where \( Q_{ji}(t) \) is defined as

\[
Q_{ji}(t) = \begin{cases} 
Q_{ji1} & : 0 \leq t < t_{ji1} \\
Q_{ji} + \frac{(Q_{ji,h+1} - Q_{jih}) (t - t_{jih})}{t_{ji,h+1} - t_{jih}} & : t_{jih} \leq t < t_{ji,h+1} \\
Q_{jimji} & : t_{jimji} \leq t < X_{ji} \\
0 & : t \geq X_{ji}
\end{cases}
\]

(2.9)

More simply put, \( q_{ji} \) is just the sum of the areas of the shaded rectangles shown in Figure 2.1, i.e. \( q_{ji} = (t_{ji2} - t_{ji1}) \times \left( \frac{Q_{ji1} + Q_{ji2}}{2} \right) + (t_{ji3} - t_{ji2}) \times \left( \frac{Q_{ji2} + Q_{ji3}}{2} \right) + (X_{ji} - t_{ji3}) \times Q_{ji3} \). If \( t_{ji1} \) is greater than 0, the definition in Equation (2.9) sets the QoL between 0 and \( t_{ji1} \) to a constant value of \( Q_{ji1} \). Similarly, if \( X_{ji} \) is greater than \( t_{jimji} \) then Equation (2.9) sets the QoL between \( t_{jimji} \) and \( X_{ji} \) to a constant value of \( Q_{jimji} \).
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The mean QALY for a patient on the \( j \)-th arm, denoted by \( \varphi_j \), is estimated by:

\[
\hat{\varphi}_j = \frac{1}{n_j} \sum_{i=1}^{n_j} q_{ji}.
\]

Therefore, the estimated between-arm difference is given by:

\[
\hat{\Delta}_e = \hat{\varphi}_T - \hat{\varphi}_S = \frac{1}{n_T} \sum_{i=1}^{n_T} q_{Ti} - \frac{1}{n_S} \sum_{i=1}^{n_S} q_{Si} \quad (2.10)
\]

The variance of \( \hat{\Delta}_e \) is estimated by

\[
\hat{\text{Var}}(\hat{\Delta}_e) = \hat{\text{Var}}(\hat{\varphi}_T) + \hat{\text{Var}}(\hat{\varphi}_S)
\]

\[
= \frac{1}{n_T(n_T - 1)} \sum_{i=1}^{n_T} (q_{Ti} - \hat{\varphi}_T)^2 + \frac{1}{n_S(n_S - 1)} \sum_{i=1}^{n_S} (q_{Si} - \hat{\varphi}_S)^2
\]

(2.11)

and the covariance between \( \hat{\Delta}_e \) and \( \hat{\Delta}_c \) by

\[
\text{Cov}(\hat{\Delta}_e, \hat{\Delta}_c) = \text{Cov}(\hat{\varphi}_T, \hat{\nu}_T) + \text{Cov}(\hat{\varphi}_S, \hat{\nu}_S)
\]

\[
= \frac{1}{n_T(n_T - 1)} \sum_{i=1}^{n_T} (q_{Ti} - \hat{\varphi}_T)(C_{Ti} - \hat{\nu}_T) + \frac{1}{n_S(n_S - 1)} \sum_{i=1}^{n_S} (q_{Si} - \hat{\varphi}_S)(C_{Si} - \hat{\nu}_S)
\]

(2.12)

2.3.4 Mean quality-adjusted survival time: controlling for baseline utility

In principle, the methods of Section 2.2.2 which described the use of regression models for cost apply equally to effectiveness outcomes, in that even where perfect balance is achieved in the randomization process, the inclusion of additional covariates into a regression framework can be expected to reduce the variance and improve the power of the analysis. However, in terms of QALY outcomes there is an important distinction to be made between baseline measures of covariates that, while prognostic for outcomes, are independent of treatment (through the randomization process) and baseline measures of utility, which forms part of the QALY calculus. Being part of the QALY calculation,
and therefore correlated with the QALY outcomes, any imbalance in baseline utility measures will potentially bias estimates of \( \Delta e \) above.

In order to adjust appropriately for potential imbalance, the baseline utility can be added to the multiple regression equation to give the QALY estimate as

\[
q_i = \alpha + \sum_{k=1}^{p} \beta_k x_{ik} + \Delta e t_i + \gamma Q_i(0) + \varepsilon_i
\]

where \( t_i \) is a treatment indicator variable as before, \( Q_i(0) \) is the baseline utility score, and the \( x_{ij} \) are other potential prognostic covariates (as in Section 2.2.2). Further discussion on the use of regression adjustment for handling imbalance at baseline can be found in Altman (1985) and Senn (1997). Manca et al. (2005a) discuss the baseline adjustment of QALYs in particular and present simulation results to show that regression adjustment outperforms simple measures of change from baseline, which is sometimes used as a method for adjusting for baseline imbalance in the outcome of interest.

### 2.4 Summary

Methods for estimating the five parameters required for a cost-effectiveness comparison of two groups using non-censored data were discussed in this chapter. The main focus was on the simple comparison of two arms of a clinical trial, but emphasizing the potential importance of regression methods for increasing the precision of estimates of treatment effect, adjusting for imbalance, and avoiding bias associated with baseline utility imbalances affecting the QALY calculations. The potential treatment of skewness and excess zeros in the analysis of cost data were also discussed, with an emphasis on the use of GLMs to focus on the fundamental interest on mean values. The utilization of these five parameters in a cost-effectiveness analysis is the subject of Chapter 4, while the use of covariates in a cost-effectiveness analysis and the examination of sub-group effects is the subject of Chapter 7.
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3.1 INTRODUCTION

The analysis of a clinical trial involves censored data if some patients are not followed for the entire duration of interest. Some patients may be lost to follow-up, either because they refuse to attend follow-up clinic visits or because they move out of the jurisdiction covered by trial management resources. Because of staggered entry, patients also can be censored because the analysis is performed prior to them being followed for the duration of interest. This type of censoring, known as administrative, is present more frequently for trials with relatively long durations of interest, say 3–5 years.

Lost-to-follow-up (LTF) censoring is usually considered more problematic, since it is harder to assume that the distributions for the outcomes (cost and effectiveness) for LTF patients are the same as those not lost to follow-up. If the survival experience of those LTF does differ, then the censoring is informative, leading to biased parameter estimators. This potential source of bias is exacerbated if LTF rates or the causes of LTF differ between treatment arms. Administrative censoring is less problematic than FTF censoring if it can be assumed that patients randomized later in the trial, and therefore more likely to be censored administratively, have the same survival and cost distributions as those randomized earlier. This may not always be true, since co-interventions that improve survival or alter costs may become
available during the recruitment phase of the trial, improving the survival times or altering the costs for patients randomized later. Also, entry criteria are often changed during the trial, and consequently, survival and cost distributions may depend on when patients were randomized. Nonetheless, most trials with censored data tend to assume that censoring is uninformative, or more accurately, assume that the extent of the informative censored is unlikely to bias the estimates of treatment effect appreciably.

Parameter estimators for censored data are given in the remaining sections of this chapter. Standard life-table methods are used for probability of surviving and the mean survival time. Two methods are proposed for mean cost and mean quality-adjusted survival time. The direct (Lin) method makes use of the survival function combined with the cost histories, while the method of inverse-probability weighting makes use of the censoring function together with the cost histories. Inverse-probability weighting can also be used for estimating mean survival time.

Recall that $D_{ji}$ is the time from randomization to death for the $j$th patient. Let $U_{ji}$ be the time from randomization to censoring for the $j$th patient. The $j$th patient is censored if $U_{ji} \leq D_{ji}$ and is observed to die if $D_{ji} < U_{ji}$. Further, let $X_{ji} = \min(D_{ji}, U_{ji})$, $\delta_{ji} = I\{D_{ji} < U_{ji}\}$ and $\bar{\delta}_{ji} = 1 - \delta_{ji}$. Therefore $X_{ji}$ is the time on study, $\delta_{ji}$ is the indicator for observed death, and $\bar{\delta}_{ji}$ is the indicator for censoring.

### 3.2 MEAN COST

Because patients accrue costs at different rates, the cost accrued to death and the cost accrued to censoring will be positively correlated, even though the times to death and censoring are not. A patient accruing cost at a fast rate will tend to have a large cost at death and a large cost at censoring; and conversely, a patient accruing cost at a slow rate will tend to have a small cost at death and a small cost at censoring. As a result informative censoring is induced on the cost scale, and the use of standard life-table methods for estimating mean cost, similar to those for estimating mean survival time (see Section 3.3.2.1), will lead to positively biased estimators. Because patients with smaller cost are
more likely to be censored, the estimator of mean cost will be positively biased, providing an overestimate of the mean cost. Two methods have been proposed to account for this induced informative censoring on the cost scale, the direct (Lin) method and inverse-probability weighting.

### 3.2.1 Direct (Lin) method

This method was first proposed by Lin et al. (1997), and requires that the duration of interest be divided into $K$ intervals $[a_k, a_{k+1})$, where $0 = a_1 < a_2 < \ldots < a_{K+1} = \tau$, in which the cost of each patient is known, at least until the patient is censored. The set of costs incurred during these intervals is often referred to as the cost histories. The interval $[a_k, a_{k+1})$ includes all those values of $t$ such that $a_k \leq t < a_{k+1}$. These intervals, which need not be of equal length, usually coincide with the follow-up clinic visits when health care utilization data are collected.

Let $C_{jki}$ be the cost of the $j$th patient during the $k$th interval. If the $j$th patient is censored during the $k$th interval, then $C_{jki}$ is unknown for the $k$th and subsequent intervals. If the $j$th patient dies during the $k$th interval, then $C_{jki}$ is zero for all subsequent intervals. The assumption is made here that the cost for the interval in which a patient dies is known. Let $\delta_{jki}^{**} = 1$ if the $j$th patient enters the $k$th interval (i.e. $X_{ji} > a_k$) and either dies ($\delta_{ji} = 1$) or is not censored during the interval ($X_{ji} > a_{k+1}$); otherwise $\delta_{jki}^{**} = 0$. The value of $\delta_{jki}^{**}$ is 1 for all patients on whom complete cost data for the $k$th interval is observed. The value of $\delta_{jki}^{**}$ is 0 for all patients who either died prior to $a_k$ or were censored prior to $a_{k+1}$, i.e. those patients for whom cost data was not observed during the $k$th interval. Algebraically, $\delta_{jki}^{**} = I \{ X_{ji} > a_k \text{ and } (X_{ji} > a_{k+1} \text{ or } \delta_{ji} = 1) \}$. Let $\hat{C}_{jk}$ be the average of the cost of the patients who have complete cost data observed in the $k^{th}$ interval, i.e. those for whom $\delta_{jki}^{**} = 1$. Thus $\hat{C}_{jk} = (\sum_{i=1}^{n_j} \delta_{jki}^{**})^{-1} \sum_{i=1}^{n_j} \delta_{jki}^{**} C_{jki}$. Assuming that the censored data in the $k$th interval are missing completely at random, $\hat{C}_{jk}$ provides an unbiased estimator of the mean cost during the $k$th interval of patients on the $j$th arm who survive beyond $a_k$. The estimator of $v_j$, the mean cost over the duration of interest, is simply the sum of the $\hat{C}_{jk}$, weighted
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by the probability of surviving to the beginning of the interval. That is,

$$\hat{\nu}_j = \sum_{k=1}^{K} S_j(a_k) \tilde{C}_{jk}$$  \hspace{1cm} (3.1)

The estimator is unbiased if the censoring occurs only at the boundaries of the intervals. In practice the survival function $S_j(\cdot)$ must be estimated, and so Equation (3.1) becomes

$$\hat{\nu}_j = \sum_{k=1}^{K} \hat{S}_j(a_k) \tilde{C}_{jk}.$$  \hspace{1cm} (3.2)

The estimator in Equation (3.2) is consistent if the censoring occurs only at the boundaries of the intervals.

The survival function can be estimated using the product-limit method. Let $t_{j1}, t_{j2}, t_{j3}, \ldots$ be the unique times at which deaths occur on the $j$th arm, let $d_{j1}, d_{j2}, d_{j3}, \ldots$ be the number of deaths occurring at those times, and let $n_{j1}, n_{j2}, n_{j3}, \ldots$ be the number at risk of dying (i.e. not previously dead or censored) at those times. Then the estimator of survival function is given by

$$\hat{S}_j(t) = \prod_{h|t_{jh} < t} \left(1 - \frac{d_{jh}}{n_{jh}}\right) \hspace{1cm} \text{for } t_{j,h-1} \leq t < t_{jh}$$  \hspace{1cm} (3.3)

$\hat{S}_j(\cdot)$ is a step function that decreases at those times at which deaths occur, see Figure 3.1. The height of $\hat{S}_j(\cdot)$ at the beginning of the interval provides the weight in the sum of the $\tilde{C}_{jk}$ values. The estimator of the between-arm difference in mean cost is given by $\hat{\Delta}_c = \hat{\nu}_T - \hat{\nu}_S$.

The estimator of the variance of $\hat{\nu}_j$ is given by

$$\hat{V}(\hat{\nu}_j) = \sum_{i=1}^{n_j} \sum_{k=1}^{K} \sum_{g=1}^{K} \hat{\xi}_{jki}^{(c)} \hat{\xi}_{jgi}^{(c)}$$  \hspace{1cm} (3.5)

where

$$\hat{\xi}_{jki}^{(c)} = \left( \sum_{l=1}^{n_j} \delta_{jki}^{**} \right)^{-1} \left( C_{ijk} - \tilde{C}_{jk} \right) \hat{S}_j(a_k) \delta_{jki}^{**}$$

$$- \hat{S}_j(a_k) \tilde{C}_{jk} \left( I \left\{ X_{ji} \leq a_k \right\} \delta_{ji} - \sum_{g=1}^{n_i} I \left\{ X_{jg} \leq \min \left( X_{ji}, a_k \right) \right\} \frac{\delta_{ji}}{R_{ji}} \right)$$  \hspace{1cm} (3.6)
and \( R_{ji} = \sum_{g=1}^{n_j} I \{ X_{jg} \geq X_{ji} \} \), see Lin et al. (1997) and Willan and Lin (2001). Therefore the estimator of the variance of \( \hat{\Delta}_c \) is given by

\[
\hat{V}(\hat{\Delta}_c) = \hat{V}(\hat{\nu}_T) + \hat{V}(\hat{\nu}_S) = n_T \sum_{i_1}^K \sum_{k=1}^K \sum_{g=1}^K \hat{\xi}_{Tkig} \hat{\xi}_Tsgi + n_S \sum_{i_1}^K \sum_{k=1}^K \sum_{g=1}^K \hat{\xi}_{Skig} \hat{\xi}_Ssgi
\]  

(3.7)

If cost histories are not available and only total cost for the duration of interest is observed, then there is a single interval \([0, \tau]\), and \( \hat{\nu}_j \) is the sample mean for the non-censored patients and \( \hat{V}(\hat{\nu}_j) \) is the sample variance for the non-censored patients, divided by the number of non-censored patients.

### 3.2.2 Inverse-probability weighting

The method of inverse-probability weighting (IPW) can be used as an alternative to the direct method for estimating mean cost in the presence of censoring, see Bang and Tsiatis (2000), Lin (2000), Zhao and Tian (2001) and Willan et al. (2002). The principle behind IPW can be illustrated by the following simple example.
Let the random variables $Y_i, i = 1, 2, \ldots, N$ be normally distributed $(\mu, \sigma^2)$, and let $\delta_i = I\{Y_i \text{ is observed}\}$, i.e. $\delta_i$ is 0 if $Y_i$ is censored. Let $n$ be the number of non-censored observations, i.e. $n = \sum_{i=1}^N \delta_i$. If we assume that the censored data is missing at random, then $\mu$ is estimated by the average of the non-censored observations, and can be written, rather clumsily, as

$$\hat{\mu} = \left( \sum_{i=1}^N \delta_i \right)^{-1} \sum_{i=1}^N \delta_i Y_i = \left( \sum_{i=1}^N \frac{\delta_i}{n/N} \right)^{-1} \sum_{i=1}^N \frac{\delta_i Y_i}{n/N} \quad (3.8)$$

The last equality holds because the numerator and denominator are both being divided by $n/N$, albeit unnecessarily. Thus, $\hat{\mu}$ is a weighted average of the $Y_i$ values, where the weight for each observation is $\delta_i$ divided by the $n/N$, i.e. $\delta_i$ divided by the probability of not being censored. The factor $n/N$ is not really required in this example because the probability of not being censored is the same for all observations. However, in a follow-up study the probability of an observation not being censored will depend on when that observation is taken.

We will apply IPW to provide an estimator of mean cost in the presence of censoring. Let $\nu_{jk}$ be the mean cost for a patient on the $j$th arm during the $k$th interval. Therefore, $\nu_j = \sum_{i=1}^K \nu_{jk}$. We use IPW to provide consistent estimators of the $\nu_{jk}$, which can be summed to provide a consistent estimator of $\nu_j$. Let $G_j(t) = \Pr(U_{ji} \geq t)$, i.e. $G_j(t)$ is the probability of a patient on the $j$th treatment not being censored by time $t$. Let $\delta_{*j}^k$ equal to 1 if the $j$th patient dies (i.e. $\delta_{ji} = 1$) or is not censored before $a_{k+1}$ (i.e. $X_{ji} \geq a_{k+1}$). For a patient who dies, $\delta_{*jki}$ is equal to 1 for all intervals, including those following his or her death. For a patient who is censored, $\delta_{*jki}$ is equal to 1 for intervals prior to the censoring, and equal to 0 for the interval in which the death or censoring occurs and all subsequent intervals. Algebraically,

$$\delta_{*jki} = \delta_{ji} + \bar{\delta}_{ji} I \{ X_{ji} \geq a_{k+1} \} \quad (3.9)$$

Further, let $X_{*ki} = \min\{ X_{ji}, a_{k+1} \}$. The value of $X_{*ki}$ is equal to the upper boundary of the interval for those intervals prior to the patient’s death or censoring, and equal to the time on study, i.e. $X_{ji}$, for the interval in which the death or censoring occurs and for all subsequent
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intervals. An unbiased estimator of $\nu_{jk}$ is given by

$$\hat{\nu}_{jk} = \left( \sum_{i=1}^{n_j} \frac{\delta_{jki}^*}{G(X_{jki}^*)} \right)^{-1} \sum_{i=1}^{n_j} \frac{\delta_{jki}^* C_{jki}}{G(X_{jki}^*)} \quad (3.10)$$

Equation (3.10) is analogous to Equation (3.9). The value of $\delta_{jki}^*$ is 1 if $C_{jki}$ is observed (recall that the cost during an interval following death is set to 0, since it is assumed that patients stop accumulating costs after death). The divisor $G(X_{jki}^*)$ is the probability of not being censored, evaluated at the end of the interval if the patient is on study until the end, or at the time of death if the patient dies. If a patient is censored during the interval, $\delta_{jki}^*$ is equal to 0, and the patient will not contribute to the estimated mean for that interval. The role of the divisor is to inflate the observed $C_{jki}$ to account for the censored data. If there is no censoring $G(X_{jki}^*)$ equals 1 and no inflation occurs. If $G(X_{jki}^*)$ is 0.8, for sake of argument, then the value of $C_{jki}$ is inflated by 1.25 (i.e. 1/0.8) to make up for the censored data when determining the total cost incurred by all patients, both censored and non-censored. The total is then divided by the sum of the weights to derive the mean.

It is usually necessary to use the product-limit to estimate $G_j(\cdot)$. Similarly to estimating $S_j(\cdot)$,

$$\hat{G}_j(t) = \prod_{h|t_{jh} < t} \left( 1 - \frac{d_{jh}^*}{n_{jh}^*} \right) \quad \text{for } t_{jh-1}^* \leq t < t_{jh}^* \quad (3.11)$$

where the $t_{jh}^*$'s are the unique censoring times for the $j$th arm, and $n_{jh}^*$ and $d_{jh}^*$ are, respectively, the number of patients at risk for censoring and the number of patients censored at time $t_{jh}^*$. Equation (3.10) becomes

$$\hat{\nu}_{jk} = \left( \sum_{i=1}^{n_j} \frac{\delta_{jki}^*}{\hat{G}(X_{jki}^*)} \right)^{-1} \sum_{i=1}^{n_j} \frac{\delta_{jki}^* C_{jki}}{\hat{G}(X_{jki}^*)} \quad (3.12)$$
and is an estimator for the mean cost during interval \( k \). The estimator for \( \nu_j \) is given by

\[
\hat{\nu}_j = \sum_{k=1}^{K} \hat{\nu}_{jk}
\]  

(3.13)

The estimator given in Equation (3.13) is consistent, regardless of the pattern of censoring. This is in contrast to the estimator provided by the direct method, which is consistent only if the censoring occurs at the boundaries of the intervals.

The estimator of the between-arm difference in mean cost is given by

\[
\hat{\Delta}_c = \hat{\nu}_T - \hat{\nu}_S,
\]

and the variance of \( \hat{\Delta}_c \) is given by

\[
\hat{V}(\hat{\Delta}_c) = \hat{V}(\hat{\nu}_T) + \hat{V}(\hat{\nu}_S) = \sum_{i=1}^{n_T} \sum_{k=1}^{K} \sum_{g=1}^{K} \hat{\xi}_{Tki} \hat{\xi}_{Tgi} + \sum_{i=1}^{n_S} \sum_{k=1}^{K} \sum_{g=1}^{K} \hat{\xi}_{Ski} \hat{\xi}_{Sgi}
\]  

(3.14)

where

\[
\hat{\xi}_{jki}^{(c)} = \frac{1}{n_J} \left( \frac{\delta_{jki}^* (C_{jki} - \hat{\nu}_{jk})}{\hat{G}(X_{jki}^*)} + \delta_{ji} B_{jki} - \sum_{g=1}^{n_i} \frac{\delta_{jg} I \{ X_{jg} \leq X_{ji} \}}{R_{jg}} \hat{\xi}_{jgk} \right)
\]  

(3.15)

and \( B_{jki} = \frac{1}{R_{ji}} \sum_{g=1}^{n_j} I \{ X_{jg} > X_{ji} \} \hat{\xi}_{jgk} / \hat{\xi}(X_{jg}) \) , see Bang and Tsiatis (2000), Lin (2000), Zhao and Tian (2001) and Willan et al. (2002). To ease the burden of notation \( \hat{\xi}_{jki}^{(c)} \) has two definitions, one in Equation (3.6) for the direct method and one in Equation (3.15), for IPW. This should not cause confusion since for any particular application only one method would be used.

### 3.3 EFFECTIVENESS

#### 3.3.1 Probability of surviving

The probability of surviving the duration of interest can be estimated by \( \hat{S}_j(\tau) \) and can be read from the estimated survival curve as shown
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in Figure 3.1. Formally, it is defined as

\[ \hat{\pi}_j = \hat{S}_j(\tau) = \prod_{h|\tau h < \tau} \left( 1 - \frac{d_{jh}}{n_{jh}} \right) \] (3.16)

The estimator of the variance of \( \hat{\pi}_j \) is given by

\[ \hat{V}(\hat{\pi}_j) = \sum_{i=1}^{n_j} \left( \hat{\xi}_{ji}^{(p)} \right)^2, \]

where

\[ \hat{\xi}_{ji}^{(p)} = -\hat{\pi}_j \left( \frac{I\{X_{ji} \leq \tau\}\delta_{ji}}{R_{ji}} - \sum_{g=1}^{n_j} \frac{I\{X_{jg} \leq \min(\tau, X_{ji})\}\delta_{jg}}{R_{jg}^2} \right) \] (3.17)

see Willan et al. (2003). Therefore, when the measure of effectiveness is the probability of surviving the duration of interest, \( \Delta_e \) is estimated by

\[ \hat{\Delta}_e = \hat{\pi}_T - \hat{\pi}_S \] (3.18)

and the variance of \( \hat{\Delta}_e \) is given by

\[ \hat{V}(\hat{\Delta}_e) = \hat{V}(\hat{\pi}_T) + \hat{V}(\hat{\pi}_S) = \sum_{i=1}^{n_T} \left( \hat{\xi}_{Ti}^{(p)} \right)^2 + \sum_{i=1}^{n_S} \left( \hat{\xi}_{Si}^{(p)} \right)^2 \] (3.19)

The estimator of the covariance between \( \hat{\Delta}_e \) and \( \hat{\Delta}_c \) is given by

\[ \hat{C}(\hat{\Delta}_e, \hat{\Delta}_c) = \hat{C}(\hat{\pi}_T, \hat{\nu}_T) + \hat{C}(\hat{\pi}_S, \hat{\nu}_S) = \sum_{i=1}^{n_T} \hat{\xi}_{Ti}^{(p)} \sum_{k=1}^{K} \hat{\xi}_{ki}^{(c)} + \sum_{i=1}^{n_S} \hat{\xi}_{Si}^{(p)} \sum_{k=1}^{K} \hat{\xi}_{Ski}^{(c)} \] (3.20)

see Willan et al. (2003). The definition of \( \hat{\xi}_{jki}^{(c)} \) used in Equation (3.20) will depend on which method was used to estimate the mean cost. The appropriate definition is given in Equation (3.6) for the direct method and in Equation (3.15) for IPW.
3.3.2 Mean survival time

3.3.2.1 Area under the survival curve

The mean survival time over the duration of interest is the area under the survival curve from 0 to \( \tau \), i.e. \( \int_0^\tau S_j(t) \, dt \), and can be estimated by the area under the estimated survival curve as shown in Figure 3.2. The estimator is simply the sum of the area of all the shaded rectangles, and, defining \( t_{j0} = 0 \), can be written algebraically as

\[
\hat{\mu}_j = \int_0^\tau \hat{S}_j(u) \, du = \sum_{h \mid t_{jh} < \tau} \left[ \hat{S}_j(t_{jh}) \left( \min(t_{j,h+1}, \tau) - t_{j,h} \right) \right]
\]  

(3.21)

The estimator of the variance of \( \hat{\mu}_j \) is given by

\[
\hat{V}(\hat{\mu}_j) = \frac{1}{n_j} \sum_{i=1}^{n_j} \left( \hat{\xi}^{(m)}_{ji} \right)^2
\]

(3.22)

where

\[
\hat{\xi}^{(m)}_{ji} = - \left( \frac{I\{X_{ji} \leq \tau \} \delta_{ji} A_j(X_{ji})}{R_{ji}} - \sum_{g=1}^{n_j} \frac{I\{X_{jg} \leq \min(X_{ji}, \tau) \} \delta_{jg} A_j(X_{jg})}{R_{jg}^2} \right)
\]

(3.23)

Figure 3.2 Shaded area equal to estimated mean survival time from 0 to \( \tau \)
and

\[ A_j(t) = \int_t^\tau \hat{S}_j(u)du \]
\[ = \int_0^\tau \hat{S}_j(u)du - \int_0^t \hat{S}_j(u)du \]
\[ = \hat{\mu}_j - \sum_{h|t_h \leq t} \left[ \hat{S}_j(t_h) \left( \min(t_{j,h+1}, t) - t_{j,h} \right) \right] \]

see Willan et al. (2002). Therefore, when the measure of effectiveness is mean survival time, \( \Delta_e \) is estimated by

\[ \hat{\Delta}_e = \hat{\mu}_T - \hat{\mu}_S \tag{3.24} \]

and the variance of \( \hat{\Delta}_e \) is given by

\[ \hat{V}(\hat{\Delta}_e) = \hat{V}(\hat{\mu}_T) + \hat{V}(\hat{\mu}_S) = \sum_{i=1}^{n_T} \left( \hat{\xi}_{Ti}^{(m)} \right)^2 + \sum_{i=1}^{n_S} \left( \hat{\xi}_{Si}^{(m)} \right)^2 \tag{3.25} \]

The estimator of the covariance between \( \hat{\Delta}_e \) and \( \hat{\Delta}_c \) is given by

\[ \hat{C}(\hat{\Delta}_e, \hat{\Delta}_c) = \hat{C}(\hat{\mu}_T, \hat{\nu}_T) + \hat{C}(\hat{\mu}_S, \hat{\nu}_S) + \sum_{i=1}^{n_T} \left( \hat{\xi}_{Ti}^{(m)} \sum_{k=1}^{K} \hat{\xi}_{Tki}^{(c)} \right) \]
\[ + \sum_{i=1}^{n_S} \left( \hat{\xi}_{Si}^{(m)} \sum_{k=1}^{K} \hat{\xi}_{Ski}^{(c)} \right) \tag{3.26} \]

see Willan et al. (2002). The definition of \( \hat{\xi}_{jki}^{(c)} \) used in Equation (3.26) will depend on which method was used to estimate the mean cost. The appropriate definition is given in Equation (3.6) for the direct method and in Equation (3.15) for IPW.

### 3.3.2.2 Inverse-probability weighting

The method of IPW can be used to estimate mean survival time. Let \( X^*_\mu = \min(D_\mu, U_\mu, \tau) \), i.e. \( X^*_\mu \) is the time to death, time to censoring or the duration of interest, whichever is the shortest. Let \( \delta^*_\mu = \delta_\mu + \delta_\mu I \{ U_\mu \geq \tau \} \), i.e. \( \delta^*_\mu \) equals 1 if, and only if, the patient dies
or if the patient is censored after being followed for the duration of
interest. The IPW estimator for mean survival time over the duration
of interest is given by

\[
\hat{\mu}_j = \left( \sum_{i=1}^{n_j} \frac{\delta_{ji}^*}{\hat{G}(X_{ji}^*)} \right)^{-1} \sum_{i=1}^{n_j} \frac{\delta_{ji}^* X_{ji}^*}{\hat{G}(X_{ji}^*)}.
\]  (3.27)

This estimator is simply a weighted average of the times on study
i.e. \(X_{ji}^*\) for the patients who are not censored prior to \(\tau\). The weight
is 1 dividend by the probability of not being censored at the time of
death for those who died prior to \(\tau\) and 1 over the probability of not
being censored at \(\tau\) for those who survived, uncensored, to \(\tau\).

The variance of \(\hat{\mu}_j\) is given by

\[
\hat{V}(\hat{\mu}_j) = \sum_{i=1}^{n_j} \left( \hat{\xi}_{ji}^{(m)} \right)^2
\]  (3.28)

where

\[
\hat{\xi}_{ji}^{(m)} = \frac{1}{n_j} \left[ \frac{\delta_{ji}^* (X_{ji}^* - \hat{\mu}_j)}{\hat{G}(X_{ji}^*)} + \frac{\hat{\delta}_{ji}}{\hat{G}(X_{ji}^*)} \sum_{g=1}^{n_i} \frac{\hat{\delta}_{jg} \{ X_{jg} \leq X_{ji} \}}{R_{jg}} \frac{I \{ X_{jg} > X_{ji} \}}{F_{ji}} \right].
\]  (3.29)

and

\[
F_{ji} = \frac{1}{n_j} \sum_{g=1}^{n_i} \frac{I \{ X_{jg} > X_{ji} \} \delta_{ji}^* (X_{jg}^* - \hat{\mu}_j)}{\hat{G}(X_{ji}^*)}.
\]

The estimator for the covariance between \(\hat{\Delta}_e\) and \(\hat{\Delta}_c\) is given by

\[
\hat{C}(\hat{\Delta}_e, \hat{\Delta}_c) = \hat{C}(\hat{\mu}_T, \hat{\nu}_T) + \hat{C}(\hat{\mu}_S, \hat{\nu}_S) = \sum_{i=1}^{n_T} \left( \hat{\xi}_{Tj}^{(m)} \sum_{k=1}^{K} \hat{\xi}_{Tki}^{(c)} \right)
\]

\[+ \sum_{i=1}^{n_S} \left( \hat{\xi}_{Si}^{(m)} \sum_{k=1}^{K} \hat{\xi}_{Sk_i}^{(c)} \right)
\]  (3.30)

where \(\hat{\xi}_{jki}^{(c)}\) is defined in Equation (3.15).
3.3.3 Mean quality-adjusted survival time

Since patients accrue quality-adjusted survival (QAS) at different rates, much the same as they accrue costs at different rates, the application of life-table methods to estimate mean QAS time produces biased results. So, as with cost, we can utilize either the direct method or inverse-probability weighting to provide estimators for mean QAS time. Recall from Section 2.3.3 that there are $m_{ji}$ QoL measurements on the $ji$th patient, taken at times: $0 \leq t_{ji1} < t_{ji2} < \ldots < t_{jim_{ji}} \leq \tau$, with corresponding values $Q_{ji1}, Q_{ji2}, \ldots Q_{jim_{ji}}$. The observed QALY on the $ji$th patient during the $k$th interval, denoted by $q_{jki}$, is simply the area under the curve of the plot of the $Q_{ij}$ values by the $t_{ij}$ values between $a_k$ and $a_{k+1}$, as shown in Figure 3.3. Therefore $q_{jki} = \int_{a_k}^{a_{k+1}} Q_{ji}(t) \, dt$, where $Q(t)$ is defined as in Equation (2.9.) Put more simply, $q_{jki}$ is the sum of the shaded rectangles shown in Figure 3.3, i.e.

$$q_{jki} = A_1 + A_2 + A_3$$

$$= \left( Q_{ji,h+1} + \frac{(Q_{ji,h+1} - Q_{jih})(a_k - t_{ji,h+1})}{2 (t_{ji,h+1} - t_{jih})} \right) \times \left( t_{ji,h+1} - a_k \right)$$

$$+ \left( Q_{ji,h+1} + Q_{ji,h+2} \right) \frac{(t_{ji,h+2} - t_{ji,h+1})}{2}$$

$$+ \left( Q_{ji,h+2} + \frac{(Q_{ji,h+3} - Q_{jih+2})(a_{k+1} - t_{ji,h+2})}{2 (t_{ji,h+3} - t_{ji,h+2})} \right) \times \left( a_{k+1} - t_{ji,h+2} \right)$$

Figure 3.3 QALYs for $K$th interval
To apply the direct method or IPW, one need only replace $C_{jki}$ by $q_{jki}$ in the appropriate equations in Sections 3.2.1 and 3.2.2, as illustrated in the following sections.

### 3.3.3.1 The direct method

The estimator of the between-treatment difference of mean quality-adjusted life using the direct method is given by

$$
\hat{\Delta}_e = \hat{\varphi}_T - \hat{\varphi}_S = \sum_{k=1}^{K} \hat{S}_T(a_k) \bar{q}_{Tk} - \sum_{k=1}^{K} \hat{S}_S(a_k) \bar{q}_{Sk}
$$

(3.31)

where $\bar{q}_{jk} = \left( \sum_{i=1}^{n_j} \delta_{jki}^{**} \right)^{-1} \sum_{i=1}^{n_j} \delta_{jki} q_{jki}$.

The estimator of the variance of $\hat{\Delta}_e$ is given by, see Willan et al. (2003).

$$
\hat{V}(\hat{\Delta}_e) = \hat{V}(\hat{\varphi}_T) + \hat{V}(\hat{\varphi}_S) + \sum_{i=1}^{n_T} \sum_{k=1}^{K} \sum_{g=1}^{K} \hat{\xi}_{Tki}^{(q)} \hat{\xi}_T^{(q)} + \sum_{i=1}^{n_S} \sum_{k=1}^{K} \sum_{g=1}^{K} \hat{\xi}_{Ski}^{(q)} \hat{\xi}_S^{(q)}
$$

(3.32)

where

$$
\hat{\xi}_{jki}^{(q)} = \left( \sum_{i=1}^{n_j} \delta_{jki}^{**} \right)^{-1} (q_{ijk} - \bar{q}_{jk}) \hat{S}_j (a_k) \delta_{jki}^{**}
$$

$$
- \hat{S}_j (a_k) \bar{q}_{jk} \left( \frac{I \{ X_{ji} \leq a_k \} \delta_{ji}}{R_{ji}} - \sum_{g=1}^{n_j} \frac{I \{ X_{ig} \leq \min \{ X_{ji}, a_k \} \delta_{ig} \}}{R_{ig}^2} \right)
$$

(3.33)

The estimator for the covariance between $\hat{\Delta}_e$ and $\hat{\Delta}_e$ is given by

$$
\hat{C}(\hat{\Delta}_e, \hat{\Delta}_e) = \hat{C}(\hat{\varphi}_T, \hat{\nu}_T) + \hat{C}(\hat{\varphi}_S, \hat{\nu}_S) + \sum_{i=1}^{n_T} \sum_{k=1}^{K} \sum_{g=1}^{K} \hat{\xi}_{Tki}^{(q)} \hat{\xi}_T^{(c)} + \sum_{i=1}^{n_S} \sum_{k=1}^{K} \sum_{g=1}^{K} \hat{\xi}_{Ski}^{(q)} \hat{\xi}_S^{(c)}
$$

(3.34)

where $\hat{\xi}_{jki}^{(c)}$ is defined in Equation (3.6.) The reader is referred to Willan et al. (2003) for more details.
Inverse-probability weighting

The estimator of the between-treatment difference of mean quality-adjusted life using IPW is given by

\[
\hat{\Delta}_e = \hat{\varphi}_T - \hat{\varphi}_S = \sum_{k=1}^{K} \hat{\varphi}_{Tk} - \sum_{k=1}^{K} \hat{\varphi}_{Sk}
\] (3.35)

where

\[
\hat{\varphi}_{jk} = \left( \sum_{i=1}^{n_j} \frac{\delta_{jki}^*}{G(X_{jki}^*)} \right)^{-1} \sum_{i=1}^{n_j} \frac{\delta_{jki} q_{jki}}{G(X_{jki}^*)}
\] (3.36)

The variance of \(\hat{\Delta}_e\) is given by

\[
\hat{\nu}(\hat{\Delta}_e) = \hat{\nu}(\hat{\varphi}_T) + \hat{\nu}(\hat{\varphi}_S) = \sum_{i=1}^{n_T} \sum_{k=1}^{K} \sum_{g=1}^{K} \hat{\xi}^{(q)}_{Tki} \hat{\xi}^{(q)}_{Tgi} + \sum_{i=1}^{n_S} \sum_{k=1}^{K} \sum_{g=1}^{K} \hat{\xi}^{(q)}_{Ski} \hat{\xi}^{(q)}_{Sgi}
\] (3.37)

where

\[
\hat{\xi}^{(q)}_{jki} = \frac{1}{n_j} \left( \frac{\delta_{jki}^* (q_{jki}^* - \hat{\varphi}_{jk})}{\hat{G}(X_{jki}^*)} + \bar{\delta}_{ji} D_{jki} - \sum_{g=1}^{n_j} \frac{\bar{\delta}_{jg} I \{X_{jg} \leq X_{ji}\} D_{jg}}{R_{ig}} \right)
\] (3.38)

and

\[
D_{jki} = \frac{1}{R_{ji}} \sum_{g=1}^{n_j} I \left\{ X_{jkg}^* > X_{ji}^* \right\} \delta_{jkg}^* (q_{jkg}^* - \hat{\varphi}_{jk})
\]

Again, to ease the burden of notation, \(\hat{\xi}^{(q)}_{jki}\) has two definitions, one in Equation (3.32) for the direct method and one in Equation (3.37), for the IPW method. The estimator for the covariance between \(\hat{\Delta}_e\) and \(\hat{\Delta}_c\) is given by

\[
\hat{C}(\hat{\Delta}_e, \hat{\Delta}_c) = \hat{C}(\hat{\varphi}_T, \hat{\nu}_T) + \hat{C}(\hat{\varphi}_S, \hat{\nu}_S) = \sum_{i=1}^{n_T} \sum_{k=1}^{K} \sum_{g=1}^{K} \hat{\xi}^{(q)}_{Tki} \hat{\xi}^{(c)}_{Tgi} + \sum_{i=1}^{n_S} \sum_{k=1}^{K} \sum_{g=1}^{K} \hat{\xi}^{(q)}_{Ski} \hat{\xi}^{(c)}_{Sgi}
\] (3.39)

where \(\hat{\xi}^{(c)}_{jki}\) is defined in Equation (3.15), see Willan et al. (2002).
3.4 SUMMARY

Methods for estimating the five parameters required for a cost-effectiveness comparison of two groups using censored data are given in Sections 3.2 and 3.3. Life-table methods are used for the probability of surviving and the mean survival time. Inverse-probability weighting is used for mean cost, mean survival time and mean quality-adjusted survival time. The direct (Lin) method is used for mean cost and mean quality-adjusted survival time. In general, inverse-probability weighting is preferred to the direct method because it provides consistent estimators regardless of the censoring pattern. Furthermore, inverse-probability weighting can be generalized to include covariate adjustment, as discussed in Chapter 7. A discussion on the use of these parameters in cost-effectiveness analysis is provided in the following chapter. The use of incremental cost-effectiveness ratios, incremental net benefit and Bayesian methods are discussed.
4

Cost-effectiveness Analysis

4.1 INTRODUCTION

Statistical inference in cost-effectiveness analysis, using the five parameter estimates calculated from the methods given in Chapters 2 and 3, are presented in this chapter. Traditionally, cost-effectiveness analysis has summarized the value for money of the treatment under evaluation using the incremental cost-effectiveness ratio (ICER). Statistical inference using the ICER is covered in Section 4.2, focusing on the many difficulties and complexities that arise when using ratio statistics. The concerns regarding inference on the ICER have led investigators to the use incremental net benefit (INB) as an alternative. Statistical inference based on INB is discussed in Section 4.3. The equivalence of the appropriate inference using either statistic is emphasized through the equivalence of the regions on the cost-effectiveness plane. The presentation of results using the cost-effectiveness acceptability curve (CEAC) is presented in Section 4.4 and the use of bootstrap methods is discussed in Section 4.5. The Bayesian approach, under which the CEAC has its most natural interpretation, is presented in Section 4.6. Lastly, in Section 4.7 consideration is given to the fact that the decision threshold may differ, depending on whether a policy decision involves implementing a new treatment or withdrawing an existing treatment.
4.2 INCREMENTAL COST-EFFECTIVENESS RATIO

The ICER is estimated by $\hat{R} = \hat{\Delta}_c / \hat{\Delta}_e = \text{slope of } \hat{\Delta}$, where $\hat{\Delta} = (\hat{\Delta}_c, \hat{\Delta}_e)^T$. The estimator $\hat{R}$ is consistent, although not unbiased. In a standard test of hypothesis approach one looks for evidence to reject the following null hypothesis:

\[ H : \quad \frac{\Delta_c}{\Delta_e} \geq \lambda \quad \text{if } \Delta_e > 0; \quad \text{or} \quad \frac{\Delta_c}{\Delta_e} \leq \lambda \quad \text{if } \Delta_e < 0 \quad (4.1) \]

in favor of

\[ A : \quad \frac{\Delta_c}{\Delta_e} < \lambda \quad \text{if } \Delta_e > 0; \quad \text{or} \quad \frac{\Delta_c}{\Delta_e} > \lambda \quad \text{if } \Delta_e < 0. \quad (4.2) \]

These rather complex hypotheses result from the ICER being a ratio and this is one of the arguments in favor of using an analysis based on INB (see Section 4.3). Nevertheless, the reason for this formulation of the cost-effectiveness hypothesis is clear from the cost-effectiveness plane (introduced in Figure 1.1). Figure 4.1 shows the cost-effectiveness plane including the threshold line with slope $\lambda$ and passing through the origin. The shaded area below and to the right of this line is the acceptance region (corresponding to the alternative hypothesis of Equation 4.2) and the unshaded area above and to the left of the threshold line is the rejection region (corresponding to the null hypothesis of Equation 4.1). The corresponding ICERs for points $a_1$ and $a_2$ are both less than the threshold, but $a_1$ falls in the rejection region and $a_2$ in the acceptance region. Similarly, the corresponding ICERs for $b_1$ and $b_2$ are both greater than the threshold, but with opposing decision implications. In order to understand this apparent anomaly it is necessary to consider the denominator of the ratio. Where $\Delta_e$ is positive (the NE and SE quadrants in Figure 4.1) Treatment is cost-effective if, and only if, the ICER $< \lambda$. However, where $\Delta_e$ is negative (the NW and SW quadrants) Treatment is cost-effective if, and only if the ICER $> \lambda$.

Inference for the ICER is limited to constructing its confidence interval $\left( R_{2\alpha}^{UL}, R_{2\alpha}^{LL} \right)$ where the superscript refers to the lower and upper
limit respectively and $2\alpha$ is the level that provides a $(1 - 2\alpha)100\%$ confidence interval. The conclusion that there is evidence that Treatment is cost-effective is made if and only if either: (i) $\hat{\Delta}_{e} > 0$ and $R_{2\alpha}^{UL} < \lambda$; or (ii) $\hat{\Delta}_{e} < 0$ and $R_{2\alpha}^{LL} > \lambda$.

However, confidence interval construction for the ICER is not straightforward. In particular, $\Delta_{e}$ can be 0, which means that $R$ is undefined and therefore not properly estimable. Some authors have proposed using a Taylor series expansion to estimate the variance of $\hat{R}$, see O’Brien et al. (1994), Chaudhary and Stearns (1996), Briggs.
and Fenn (1998) and Briggs et al. (1999). Using the Taylor series expansion the estimator for the variance of $\hat{R}$ is given by

$$\hat{V}(\hat{R}) \simeq \hat{R}^2 \left[ \hat{V}(\hat{\Delta}_e) + \hat{V}(\hat{\Delta}_c) - 2\hat{C}(\hat{\Delta}_e, \hat{\Delta}_c) / \hat{\Delta}_e \hat{\Delta}_c \right]$$

and 100 $(1 - 2\alpha)\%$ confidence interval can be constructed by $\hat{R} \pm z_{1-\alpha} \sqrt{\hat{V}(\hat{R})}$, where $z_{1-\alpha}$ is the $100(1 - \alpha)$th percentile of a standard normal random variable. However, the accuracy of this approximation cannot be relied on when the sample sizes are small, or when $\hat{\Delta}_e / \sqrt{\hat{V}(\hat{\Delta}_e)}$ or $\hat{\Delta}_c / \sqrt{\hat{V}(\hat{\Delta}_c)}$ is less than 0.1.

An application of Fieller’s theorem provides an alternative to the use of the Taylor series expansion for calculating confidence intervals for $\hat{R}$, see Willan and O’Brien (1996), Chaudhary and Sterns (1996), Briggs and Fenn (1998), Briggs et al. (1999), Laska EM et al. (1997). The best way to illustrate the derivation of the Fieller confidence interval is to recognize that if $\hat{\Delta}_e$ and $\hat{\Delta}_c$ are unbiased, then

$$E(\hat{\Delta}_c - R\hat{\Delta}_e) = E(\hat{\Delta}_c) - \frac{\Delta_e}{\Delta_e} E(\hat{\Delta}_e)$$

$$= \Delta_c - \frac{\Delta_e}{\Delta_e} \Delta_e$$

$$= 0$$

and, if $\hat{\Delta}_e$ and $\hat{\Delta}_c$ are normally distributed, then so is $\hat{\Delta}_c - R\hat{\Delta}_e$, and therefore

$$\left(\hat{\Delta}_c - R\hat{\Delta}_e\right) / \sqrt{\hat{V}(\hat{\Delta}_c - R\hat{\Delta}_e)}$$

$$= \left(\hat{\Delta}_c - R\hat{\Delta}_e\right) / \sqrt{\hat{V}(\hat{\Delta}_c) + R^2 \hat{V}(\hat{\Delta}_e) - 2R \times C(\hat{\Delta}_c, \hat{\Delta}_e)}$$

is distributed as a standard normal random variable. Consequently,

$$\left|\hat{\Delta}_c - R\hat{\Delta}_e\right| / \sqrt{\hat{V}(\hat{\Delta}_c) + R^2 \hat{V}(\hat{\Delta}_e) - 2R \times C(\hat{\Delta}_c, \hat{\Delta}_e)} \leq z_{1-\alpha}$$

(4.3)

with probability $(1 - 2\alpha)$. By substituting in the estimates for the variances and the covariance and squaring both sides, Equation (4.3)
becomes a quadratic equation in $R$. Solving for $R$ provides the $100(1 - 2\alpha)\%$ confidence interval for ICER, the limits of which are given by

$$
\hat{R}\left\{\left(1 - z_{1-\alpha}^2c \pm z_{1-\alpha}\sqrt{a + b - 2c - z_{1-\alpha}^2(ab - c^2)}\right)/\left(1 - z_{1-\alpha}^2a\right)\right\}
$$

(4.4)

where $a = \hat{V}(\hat{\Delta}_e)/\hat{\Delta}_e^2$, $b = \hat{V}(\hat{\Delta}_c)/\hat{\Delta}_c^2$ and $c = \hat{C}(\hat{\Delta}_e, \hat{\Delta}_c)/(\hat{\Delta}_e \hat{\Delta}_c)$.

The Fieller confidence interval is a ‘bow tie’ defined by the two lines through the origin and includes the wedge in which the observed point lies and the wedge opposite, see Figure 4.2 for illustration. This is

![Figure 4.2 Bow tie ICER confidence region](image-url)
because the slope of any point in either wedge satisfies Equation (4.3). This is particularly vexing when the observed point is in one of the non-trade-off quadrants (i.e. S.E. or N.W.) because then the confidence interval will include parts from both the win–win and lose–lose regions of the cost-effectiveness plane. In practice, when the observed point is sufficiently far away from the origin, and the confidence interval is narrow, very little probability will lie in the opposite wedge.

The confidence interval can include part of the vertical axis, in which case the corresponding limit is considered to be arbitrarily large if it is the upper limit and arbitrarily small if it is the lower limit. If \(a + b - 2c - z_{1-\alpha}^2(ab - c^2) = 0\), the upper and lower limits are the same and are equal to \(\hat{R}(1 - z_{1-\alpha}^2 c)/(1 - z_{1-\alpha}^2 a)\), in which case, the confidence interval defines the entire CE plane. If \(a + b - 2c - z_{1-\alpha}^2(ab - c^2) < 0\), no solution exists, and again the confidence interval defines the entire CE plane. Such are the problems when dealing with ratio statistics.

The extent to which the Taylor series expansion is an approximation is seen by rewriting it as \(\hat{R}(1 \pm z_{1-\alpha} \sqrt{a + b - 2c})\) and contrasting it with Expression (4.4). The divisor \((1 - z_{1-\alpha}^2 a)\) tends to dominate the contrast, and although it is not obvious from routine inspection of the expressions, the Fieller solution will always provide a wider confidence interval, see Willan and O’Brien (1996). In general the Fieller solution is preferred since it is not an approximation and relies only on the estimators \(\hat{A}_e\) and \(\hat{A}_c\) being unbiased and normally distributed. As was discussed in Chapter 2, cost data in particular may often exhibit substantial skewness such that there may be some concern over the legitimacy of the normal assumption for \(\hat{A}_c\). However, Willan and O’Brien (1996) provide simulation evidence that, even with sample sizes as small as 100 and cost data that are log-normal to the base 10, the distribution of \(\hat{A}_c\) is normally distributed. Other studies have come to the same conclusion, see Thompson and Barber (2000), Lumley et al. (2002), Willan et al. (2004), and Briggs et al. 2005. In general, these simulation studies support Cochran’s rule of thumb that \(n\) must be \(25\eta^2\) for situations where the ‘principal deviation from normality consists of marked positive skewness’ (Cochran 1977) and where \(\eta\) is the skewness coefficient in the sample. The guideline was devised such that a 95% confidence interval will have an error probability no greater than 6%.
The ICER is not properly ordered in the SE and NW quadrants, i.e. in the win–win and lose–lose quadrants, respectively. To see this, consider comparing S to three different treatments (T1, T2 and T3) for which the values of $\Delta_e$ and $\Delta_c$ are shown in Table 4.1. The measure of effectiveness is the probability of survival. T1 increases the probability of survival by 0.1 and reduces the cost by 2000, for an ICER of $-20,000$. T2 increases the probability of survival by 0.2 and reduces the cost by 4000, and is clearly superior to T1, yet it has the same ICER. Therefore, two treatments compared to the same standard can have the same ICER, yet one may be clearly superior to the other. It gets worse. T3 increases the probability of survival by 0.2 and reduces the cost by 2000, and is superior to T1 because, although it reduces cost by the same amount, its increase in the probability of survival is double. However, the ICER for T3 is larger than for T1. It is not possible to interpret the confidence interval for a parameter over a range in which it is not properly ordered, and this concern is one more argument in favour of an INB approach.

<table>
<thead>
<tr>
<th>Table 4.1</th>
<th>Three treatment comparison falling in the win–win quadrant</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta_e$</td>
</tr>
<tr>
<td>T1</td>
<td>0.1</td>
</tr>
<tr>
<td>T2</td>
<td>0.2</td>
</tr>
<tr>
<td>T3</td>
<td>0.2</td>
</tr>
</tbody>
</table>

4.3 INCREMENTAL NET BENEFIT

The concerns encountered when making statistical inference on the ICER can be addressed by using an INB approach. The estimator of INB is given by $\hat{b}_\lambda = \hat{\Delta}_e \lambda - \hat{\Delta}_c$, and is unbiased if $\hat{\Delta}_e$ and $\hat{\Delta}_c$ are. The variance of $\hat{b}_\lambda$ is estimated by $\hat{\sigma}^2 = \hat{\sigma}^2 + \hat{\sigma}^2 - 2 \lambda \hat{\sigma}$)$^2$, where $\hat{\sigma}^2$ and $\hat{\sigma}^2$ are the variances of $\hat{\Delta}_e$ and $\hat{\Delta}_c$, respectively. The null hypothesis $H: \Delta_e \lambda - \Delta_c \leq 0$ can be rejected in favour of the alternative hypothesis $A: \Delta_e \lambda - \Delta_c > 0$ at the level $\alpha$ if the test statistic $\hat{b}_\lambda / \sqrt{\hat{\sigma}^2}$ exceeds $z_{1-\alpha}$. Additionally, the 100$(1 - 2\alpha)\%$
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Confidence limits for INB are given by

\[ \hat{b}_\lambda \pm z_{1-\alpha} \sqrt{v_\lambda} \]  \hspace{1cm} (4.6)

and H can be rejected in favor of A, equivalently, if the lower limit exceeds 0. Note that the hypotheses H and A are, respectively, exactly the same as the hypotheses defined in Equations (4.1) and (4.2). In terms of Figure 4.1, note that the acceptance and rejection regions relating to the INB formulation exactly correspond to those under the ICER interpretation with points above and to the left of the threshold line associated with INB < 0 (i.e. not cost-effective) and those below and to the right having INB > 0 (i.e. cost-effective). It should be straightforward to appreciate the ease with which the INB approach can test H in comparison with the ICER approach.

Another advantage to the INB approach is that a sensitivity analysis, varying the value of \( \lambda \), can be performed. Therefore, by estimating \( \hat{b}_\lambda \) and calculating the corresponding confidence limits for a large number of values of \( \lambda \), and plotting them as a function of \( \lambda \), as seen in Figure 4.3, readers can apply the value of \( \lambda \) they feel most appropriate, reading from the vertical axis the estimate of INB and the confidence limits. Furthermore, \( \hat{b}_\lambda \) crosses the horizontal axis at \( \hat{R} \) (i.e. \( \hat{b}_\hat{R} = 0 \)), and the confidence limits for \( b_\lambda \) crosses the horizontal axis at the Fieller limit for \( R \), allowing readers to make inference on the ICER. This can be seen by setting Expression (4.6) to 0, which becomes the same equation in \( \lambda \) as the Inequality (4.3) is in \( R \). The correspondence between the Fieller and net-benefit solution has been noted in the literature (Heitjan, 2000; Zethraeus and Lothgren, 2000), but should be unsurprising given the similar configurations of \( \hat{\lambda}_e \) and \( \hat{\lambda}_c \) and the assumption of joint-normality employed in both approaches. In Figure 4.3 the lower limit for \( b_\lambda \) fails to cross the horizontal axis then the upper limit for the ICER does not exist and is considered to be arbitrarily large. If the upper limit for \( b_\lambda \) fails to cross the horizontal axis then the lower limit for the ICER does not exist and is considered to be arbitrarily small. If neither limit for \( b_\lambda \) crosses the horizontal axis then neither limit for the ICER exists because, as discussed in Section 4.2, \( a + b - 2c - z_{1-\alpha}^2(ab - c^2) = 0 \). Finally, \( \hat{b}_\lambda \) crosses the vertical axis at \( -\hat{\lambda}_e \), and the lower and upper limits for \( b_\lambda \) cross the vertical axis at the lower and upper limit for \( -\hat{\lambda}_e \) allowing inference on \( \Delta_e \).
It should also be straightforward to see that the INB could be bootstrapped as an alternative to assuming a normal distribution. While the necessity for bootstrapping the INB, given that it does not suffer from the problems associated with ratio statistics is less clear, it is worth noting that a bootstrap analysis of net benefit and an appropriate bootstrap analysis of the ICER should exactly correspond in terms of inference regarding cost-effectiveness, just as the parametric INB and parametric Fieller method correspond.

4.4 THE COST-EFFECTIVENESS ACCEPTABILITY CURVE

For the methods of inference discussed in Sections 4.2 and 4.3 the level of significance is fixed at some level \( \alpha \). This may not always be appropriate, and a Bayesian approach leading to the cost-effectiveness
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acceptability curve (CEAC) can provide a more flexible and a natural means for expressing the uncertainty of parameter estimators, see van Hout et al. (1994), Briggs and Fenn (1998) and Briggs (1999). The CEAC is a plot of the probability that Treatment is cost-effective as a function of willingness-to-pay. In Bayesian terms, it is the probability that the INB, for a particular value of the willingness-to-pay, is greater than zero, (i.e. $\Pr(\Delta_c \lambda - \Delta_c > 0)$), and is the probability that the point $\Delta$ falls below the line on the CE plane that passes through the origin with slope $\lambda$ (the threshold), see Figure 4.4 for illustration. The concentric ellipses represent contours of equal probability for the

![Figure 4.4](image-url)
The cost-effectiveness acceptability curve
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joint posterior density function of $\Delta$. The CEAC is the probability that the point $\Delta$ lies below the threshold as a function of $\lambda$. The CEAC $= \Pr(\Delta_\varepsilon < 0)$ for $\lambda = 0$ approaches $\Pr(\Delta_\varepsilon < 0)$ as $\lambda$ approaches $-\infty$ and approaches $\Pr(\Delta_\varepsilon > 0)$ as $\lambda$ approaches $+\infty$. The probabilities are determined from the posterior distribution of $\Delta$, which is, if an uninformative prior is specified, the distribution of $\hat{\Delta}$. If normality is assumed, then the posterior distribution of $\Delta$ will be bivariate normal with mean $\hat{\Delta}$ variance–covariance matrix

$$
\hat{V}(\hat{\Delta}) = \begin{pmatrix}
\hat{V}(\hat{\Delta}_\varepsilon) & \hat{C}(\hat{\Delta}_\varepsilon, \hat{\Delta}_c) \\
\hat{C}(\hat{\Delta}_\varepsilon, \hat{\Delta}_c) & \hat{V}(\hat{\Delta}_c)
\end{pmatrix}
$$

If we let $f_{\hat{\Delta}}(\cdot, \cdot)$ be the corresponding density function, then the CEAC for a particular value of $\lambda$ is given by

$$
A(\lambda) \equiv \int_{-\infty}^{\infty} \int_{-\infty}^{\lambda e} f_{\hat{\Delta}}(e, c) \, dc \, de = \Phi(\hat{b}(\lambda)/\sqrt{v_\lambda}) \quad (4.7)
$$

where $\Phi(\cdot)$ is the cumulative distribution function for a standard normal random variable. $A(\lambda)$ has a frequentist interpretation as 1 minus the $p$-value for the test of hypothesis H: $\Delta_\varepsilon \lambda - \Delta_\varepsilon \leq 0$ versus A: $\Delta_\varepsilon \lambda - \Delta_\varepsilon > 0$. Clearly, $A(\hat{R}) = 0.5$. In addition, the CEAC passes through Fieller limits for the ICER at $\alpha$ and $1 - \alpha$. If the CEAC does not pass through $\alpha$ or $1 - \alpha$, then the corresponding limit for the ICER does not exist and is considered to be arbitrarily large or small because, as described in Section 4.2, the interval includes the vertical axis. If the CEAC passes through neither $\alpha$ nor $1 - \alpha$, then neither limit for the ICER exists because, as discussed in Section 4.2, $a + b - 2c - z_{1-\alpha}^2(ab - c^2) < 0$. As before, the confidence limits for the ICER derived from the CEAC define a ‘bow tie’ region as illustrated in Figure 4.2.

The CEAC has three important strengths. It is a measure of both magnitude and uncertainty of cost-effectiveness. It expresses the uncertainty in terms of a probability statement about the cost-effectiveness of Treatment, which is often considered more natural to policymakers. Thirdly, it allows policymakers the ability to use different strengths of evidence depending on what Treatment is. If adopting Treatment is expected to have a substantial effect on the health care
system, because either $\Delta_e$ or the population to which it applies is large, then policymakers might want less uncertainty, i.e. a high value for $A(\lambda)$, perhaps 0.99. Conversely, if Treatment is expected to have very little impact, lower values of $A(\lambda)$ might be tolerated, perhaps 0.8.

Although the CEAC in Figure 4.5 looks similar to a probability distribution function, in practice a CEAC can take on a variety of shapes, including those with negative slope. For a more complete discussion on the CEAC and the various shapes that it can take, see Fenwick et al. (2004).

4.5 USING BOOTSTRAP METHODS

Bootstrapping has been proposed as another approach for calculating the CEAC and confidence limits for the ICER, see Chaudhary and Sterns (1996), Briggs et al. (1997), Briggs and Fenn (1998), Briggs et al. (1999). For the bootstrap approach the analyst re-samples the
data at random with replacement, sampling the same number of observations as are in the original data set, i.e. \( n_T \) from arm \( T \) and \( n_S \) from arm \( S \). Consequently, some patients are sampled more than once and some patients not at all. The procedure is repeated so that the data are re-sampled \( B \) times. The validity of the bootstrap approach rests on two asymptotics: (i) as the original sample size approaches the population size so the sample distribution tends to the population distribution; and, given this, (ii) as \( B \), the number of bootstrap replications approaches infinity so the bootstrap estimate of the sampling distribution of a statistic approaches the true sampling distribution (Mooney and Duval, 1993). The analyst can then calculate the estimates for \( \Delta_e, \Delta_c \) and the ICER for the re-sampled data; these are denoted as \( \hat{\Delta}_{ei}^*, \hat{\Delta}_{ci}^* \) and \( R_i^* \), \( i = 1, 2, \ldots B \), respectively. The set of values of \( R_i^* \) provide an estimator for the distribution of \( \hat{R} \), the estimator of the ICER from the original set of data.

Efron and Tibshirani (1993) suggest that the ‘ideal’ bootstrap estimate corresponds to an infinite number of bootstrap re-samples. In practice, although there are no formal rules regarding the number of bootstrap replications required for reliable estimation, they suggest that 50 replications are usually adequate to provide an informative estimate of variance and that very seldom are more than 200 replications required. For the estimation of percentile confidence intervals, more replications are required in order to better estimate the tails of the sampling distribution. It is generally agreed that between 2000 and 5000 re-samples are sufficient to achieve stability for percentile interval estimates. A number of different methods of confidence interval estimation based on bootstrap replication are possible including: normal approximation, percentile, bias-corrected and accelerated percentile and percentile-\( t \) (Efron and Tibshirani 1993; Mooney and Duval 1993). However, the normal approximation and percentile-\( t \) methods make use of the bootstrap estimate of variance of the ICER which is not recommended because, as ratios, the values of \( R_i^* \) are not normally distributed, and extreme values occur when \( \hat{\Delta}_{ei}^* \) approaches zero. The bias corrected and accelerated methods adjust for the inherent bias and skewness of ratio statistics. Nevertheless, we concentrate here on the straightforward percentile method, since, as we will go on to argue, this method is consistent with decision making on the
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Figure 4.6 Plot of re-sampled ($\hat{\Delta}_{ei}^\ast$, $\hat{\Delta}_{ei}^\ast$) cost-effectiveness plane and provides equivalent results using INB and acceptability curve approaches to handling uncertainty. For more details regarding general bootstrap methods the reader is referred to Efron and Tibshirani (1993). For specific details on the bootstrap estimation of confidence intervals for ICERs, including comparison of the four approaches to interval estimation outlined above, the reader is referred to Briggs et al. (1997) and Briggs et al. (1999).

An illustration of how the statistics from the re-samples are used to define a percentile confidence interval for $R$ is given in Figure 4.6. Each point on the CE plane in Figure 4.6 represents a $(\hat{\Delta}_{ei}, \hat{\Delta}_{ei}')$ pair from one of the re-samples. To construct the $100(1 - 2\alpha)\%$ confidence interval the analyst must find two rays from the origin that enclose $\hat{\Delta}$ from the original data and $100(1 - 2\alpha)\%$ of the $(\hat{\Delta}_{ei}, \hat{\Delta}_{ei}')^T$ points from the re-samples. The percentile method is based on an ordering of the $(\hat{\Delta}_{ei}^\ast, \hat{\Delta}_{ei}'^\ast)^T$ points. The ordering cannot be based on the $R_i^\ast$ values because two different re-samplings of the data can have the same $R_i^\ast$, but be from different quadrants, and in the case of negative values can have totally different interpretations, one being in the win–win SE
quadrant and the other in the lose–lose NW quadrant. For example, consider points A and B in Figure 4.6. They have the same slope, but one (A) is a candidate to be in the upper tail and the other (B) in the lower. Whenever the re-samples lie on both sides of the vertical axis of the CE plane, confidence limits based on orderings of $R_i^*$ will have inappropriate coverage. This point has often been overlooked in theoretical derivations and applications of bootstrap in cost-effectiveness analysis.

As an alternative to deriving bootstrap confidence limits for the ICER we first derive the CEAC from the bootstrap re-samples; so that

$$ A^B(\lambda) \equiv \sum_{i=1}^{B} \mathbb{I} \left\{ \hat{\Delta}_{c1\lambda}^* - \hat{\Delta}_{c1\lambda}^* > 0 \right\} / B $$

and the confidence limits are given by $A^B(\alpha)$ and $A^B(1 - \alpha)$. As before, these limits define a ‘bow tie’ region as illustrated in Figure 4.2.

### 4.6 A BAYESIAN INCREMENTAL NET BENEFIT APPROACH

A Bayesian approach for INB can be employed by determining its posterior distribution, which is defined as $P_{\lambda}(b) \equiv \Pr(b_{\lambda} \leq b)$. For an uninformative prior, and assuming normality, the posterior distribution of INB is normal with mean $\hat{b}_{\lambda}$ and variance $\nu_{\lambda}$, and if we let $f_{\hat{b}_{\lambda}}(\cdot)$ be the corresponding density function, then

$$ P_{\lambda}(b) = \int_{-\infty}^{b} f_{\hat{b}_{\lambda}}(x) \, dx = \Phi \left( \left( b - \hat{b}_{\lambda} \right) / \sqrt{\nu_{\lambda}} \right) \quad (4.8) $$

where $\Phi(\cdot)$ is the cumulative distribution function for a standard normal random variable. $P_{\lambda}(b)$ is also the probability that the point $\hat{\Delta}$ lies above the line on the CE plane with slope $\lambda$ and vertical intercept $-b$, since for all points above this line $\text{INB} < b$, see Figure 4.7. Again, the concentric ellipses represent contours of equal probability for the density function $f_{\hat{\Delta}}(\cdot, \cdot)$, and an alternative expression for $P_{\lambda}(b)$ is.
Figure 4.7 The CE plane; shaded area = Pr(b_\lambda < b)

given by

$$P_{\lambda}(b) = \int_{-\infty}^{\infty} \int_{e^{\lambda} - b}^{\infty} f_{\hat{\Delta}}(e, c) \, dc \, de \quad (4.9)$$

Alternatively, bootstrapping can be employed; so that

$$P_{\lambda}(b) = \frac{\sum_{i=1}^{B} I \left\{ \hat{\Delta}_{ci}^* \lambda - \hat{\Delta}_{ci}^* \leq b \right\}}{B}$$
A Bayesian incremental net benefit approach

Figure 4.8 The posterior distribution for $b_\lambda$

The Bayesian estimate of INB is that value of $b$ for which $P_\lambda(b) = 0.5$, and the Bayesian lower and upper limits are the values of $b$ for which $P_\lambda(b) = \alpha$ and $P_\lambda(b) = 1 - \alpha$, respectively. With an uninformative prior, $P_\lambda(\hat{b}_\lambda) = 0.5$, $P_\lambda(\hat{b}_\lambda - z_{1-\alpha} \sqrt{\hat{v}_\lambda}) = \alpha$ and $P_\lambda(\hat{b}_\lambda + z_{1-\alpha} \sqrt{\hat{v}_\lambda}) = 1 - \alpha$, and the Bayesian and frequentist solution are the same, see Figure 4.8.

If the analyst has information on which to base a prior distribution for $b_\lambda$, a full Bayesian analysis is possible. If the prior distribution is normal with mean $b_{0\lambda}$ and variance $\nu_{0\lambda}$, then the posterior distribution for $b_\lambda$, given the data, is normal with mean $b_{1\lambda}$ and variance $\nu_{1\lambda}$, where

$$b_{1\lambda} = \nu_{1\lambda} \left( \frac{b_{0\lambda}}{\nu_{0\lambda}} + \frac{\hat{b}_\lambda}{\hat{\nu}_\lambda} \right)$$

and $\nu_{1\lambda} = \left( \frac{1}{\nu_{0\lambda}} + \frac{1}{\hat{\nu}_\lambda} \right)^{-1}$

and if $f_{1b_\lambda}(\cdot)$ is the corresponding density function, then $P_\lambda(b) = \int_{-\infty}^{b} f_{1b_\lambda}(x) \, dx = \Phi((b - b_{1\lambda})/\sqrt{\nu_{1\lambda}}).$
The estimator of $b_\lambda$ and the lower and upper Bayesian limits are the values of $b$ that satisfy $P_\lambda(b) = 0.5$, $P_\lambda(b) = \alpha$ and $P_\lambda(b) = 1 - \alpha$, respectively, and are given by $b_{1\lambda}, b_{1\lambda} - z_{1-\alpha} \sqrt{v_{1\lambda}}$ and $b_{1\lambda} + z_{1-\alpha} \sqrt{v_{1\lambda}}$, respectively. Performing these calculations for numerous values of $\lambda$ in a sensitivity analysis will yield graphs as shown in Figure 4.3. The horizontal intercepts of these graphs provide posterior estimates and Bayesian limits for $R$, while the negative intercepts of the vertical axis provide posterior estimates and Bayesian limits for $\Delta_c$.

### 4.7 KINKED THRESHOLDS

Under standard principles and assumptions of microeconomic theory, there should be little difference between a person’s WTP for a commodity or program and the compensation they would demand—willingness to accept (WTA)—to relinquish the same commodity, see Johansson (1995). In practice there has been a wide and reproducible disparity between measured WTP and WTA values. In a recent meta-analysis of published studies by O’Brien et al. (2002), the ratio of WTA to WTP is approximately 7 for environmental studies and approximately 2 in the one health study. For a discussion of the competing theories as to why $WTA > WTP$ readers are referred to Hanemann (1991), Kahneman and Tversky (1979) and Morrison (1998).

Regardless of the reason, the implication is that the threshold dividing the cost-effectiveness plane into cost-effective and not-cost-effective regions is not a straight line through the origin with slope equal to the WTP, as seen in Figure 1.1. The threshold is now made up of two straight lines meeting at the origin. One, for $\Delta_e > 0$, has slope equal to the WTP, and the other, for $\Delta_e < 0$, has slope equal to the WTA. The new ‘kinked’ threshold is illustrated in Figure 4.9. The darkest shaded region is cost-effective if $WTA = WTP$, but not if $WTA > WTP$.

The cost-effectiveness analysis of a clinical trial needs to be adjusted if $WTA > WTP$. Let $WTP = \lambda$ and let $WTA = \gamma \lambda$, where $\gamma \geq 1$. The parameters $\Delta_e$ and $\Delta_c$ are estimated in the appropriate way, as discussed in previous chapters and earlier in this chapter, to yield $\hat{\Delta} = (\hat{\Delta}_e, \hat{\Delta}_c)^T$ with estimated covariance matrix $\hat{V}(\hat{\Delta})$. Recalling from Section 4.4
Figure 4.9  threshold for CE plane with WTA > WTP

that $f_{\hat{\Delta}}(\cdot, \cdot)$ is the density function for a bivariate normal with mean $\hat{\Delta}$ and covariance matrix $\hat{V}(\hat{\Delta})$ and that the CEAC for $\gamma = 1$ is given by

$$A(\lambda) = \int_{-\infty}^{\infty} \int_{-\infty}^{\lambda e} f_{\hat{\Delta}}(c, e) \, dc \, de = \Phi \left( \hat{b}_\lambda / \sqrt{v_\lambda} \right)$$

where $\hat{b}_\lambda$ and $v_\lambda$ are defined as in Section 4.3.

When $\gamma > 1$ the upper limit of the inner integral depends on whether $e$ (i.e. $\Delta_e$) is positive or negative, being $\lambda e$ when $e \geq 0$ and
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\[ \gamma \lambda e \text{ when } e < 0. \] Therefore, to account for \( \gamma > 1 \) the CEAC becomes

\[
\mathcal{A}_\gamma(\lambda) = \int_{-\infty}^{0} \int_{-\infty}^{0} f_{\Delta}(e, c) \, dc \, de + \int_{0}^{\infty} \int_{0}^{\infty} f_{\Delta}(e, c) \, dc \, de
\]

\[
= \mathcal{A}(\lambda) - \int_{-\infty}^{0} \int_{-\infty}^{0} f_{\Delta}(e, c) \, dc \, de
\]

\[
= \Phi \left( \frac{\hat{b}_\lambda}{\sqrt{v_\lambda}} \right) - \int_{-\infty}^{0} \int_{-\infty}^{0} f_{\Delta}(e, c) \, dc \, de
\]

The last step is seen by recognizing that the difference between \( \mathcal{A}_\gamma(\lambda) \) and \( \mathcal{A}(\lambda) \) is the reduction of the probability density that lies to the left of the vertical axis in the ‘wedge’ between the lines through the origin with slopes \( \gamma \lambda \) and \( \lambda \), i.e. the darkest shaded area in Figure 4.9. The ICER, if it exists, equals \( r_{\mathcal{A}_\gamma, 0.5} \) where \( \mathcal{A}_\gamma(r_{\mathcal{A}_\gamma, \beta}) = \beta \) and the corresponding limits, if they exist, will equal \( r_{\mathcal{A}_\gamma, \alpha} \) and \( r_{\mathcal{A}_\gamma, 1-\alpha} \). Clearly \( \mathcal{A}_\gamma(\lambda) < \mathcal{A}(\lambda) \) if \( \gamma > 1 \), and if both functions increase with \( \lambda \) (i.e. there is not too much probability density in the SW quadrant), then the estimate of the ICER and corresponding confidence limits will increase with \( \gamma \), as illustrated in Figure 4.10.

To adjust the analysis of INB we must first recall that, for the case where \( WTA = WTP = \lambda \), the estimate of INB and corresponding limits are given, respectively, by \( b_{\mathcal{P}, 0.5} \), \( b_{\mathcal{P}, \alpha} \) and \( b_{\mathcal{P}, 1-\alpha} \), where \( \mathcal{P}(b_{\mathcal{P}, \beta}) = \beta \) and

\[
\mathcal{P}(b) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_{\Delta}(e, c) \, dc \, de = \Phi \left( \frac{(b - \hat{b}_\lambda)}{\sqrt{v_\lambda}} \right)
\]

as defined in Equation (4.9). The function \( \mathcal{P}(\cdot) \) is being treated as the posterior distribution for INB, i.e. \( \mathcal{P}(b) = \text{Pr}(\Delta_e \lambda - \Delta_e \leq b) \), and assuming normality and a flat prior yields Equation (4.10), see Willan, O’Brien and Leyva (2001). When \( \gamma > 1 \) the lower limit of the inner integral depends on whether \( e \) (i.e. \( \Delta_e \)) is positive or negative, being \( \lambda e - b \) when \( e \geq 0 \) and \( \gamma \lambda e - b \) when \( e < 0 \). Therefore, to account
for $\gamma > 1$ the posterior distribution for INB becomes

$$
P_\gamma(b) = \int_{-\infty}^{0} \int_{\gamma \lambda e - b}^{\infty} f_\Delta(e, c) \, dc \, de + \int_{0}^{\infty} \int_{\lambda e - b}^{\infty} f_\Delta(e, c) \, dc \, de$$

$$
= P(b) + \int_{-\infty}^{0} \int_{\gamma \lambda e - b}^{\lambda e - b} f_\Delta(e, c) \, dc \, de$$

$$
= \Phi((b - \hat{b}_\lambda)/\sqrt{\nu_\lambda}) + \int_{-\infty}^{0} \int_{\gamma \lambda e - b}^{\lambda e - b} f_\Delta(e, c) \, dc \, de$$

The last step is seen by recognizing that the difference between $P_\gamma(\lambda)$ and $P(\lambda)$ is the addition of the probability density that lies to the left of the vertical axis in the ‘wedge’ between the lines through the point $(0, -b)$ with slopes $\gamma \lambda$ and $\lambda$, i.e. the darkest shaded area in
Figure 4.11 Region in which INB is less than or equal to $b$

Figure 4.11. The estimate of INB and corresponding limits are given by $b_{\gamma,0.5}$, $b_{\gamma,\alpha}$ and $b_{\gamma,1-\alpha}$, respectively, where $P_\gamma(b_{\gamma,\beta}) = \beta$. Clearly $P_\gamma(\lambda) > P(\lambda)$, if $\gamma > 1$, and therefore estimate of the INB and corresponding confidence limits will decrease with $\gamma$, as illustrated in Figure 4.12.

4.8 SUMMARY

Contained in this chapter are methods of statistical inference for cost-effectiveness trials using estimators of the five key parameters. Note
that the presence of censoring affects only how these five basic parameters are estimated (see Chapter 2 for non-censored data and Chapter 3 for censored data) not how they are subsequently used in analyses. Although the chapter has reviewed in detail both the ICER and INB approach to analyzing cost-effectiveness information and emphasized their formal equivalence, it should be clear that the INB approach offers a number of statistical and practical advantages, avoiding as it does the problems associated with ratio statistics. Nevertheless, in making use of the threshold decision rule, $\lambda$, which is generally unknown to the analyst, it is recommended that any analysis be presented as a function of $\lambda$. This could be either in terms of the INB and its associated confidence interval directly or as a CEAC which has its most natural interpretation within a Bayesian framework. In the following chapter the methods of estimation and inference reviewed in this chapter are illustrated using several examples.
5

Cost-effectiveness Analysis: Examples

5.1 INTRODUCTION

Five examples of cost-effectiveness analyses will be given in detail in this chapter, illustrating different aspects of the material covered in preceding chapters. For non-censored data, an example with a binary measure of effectiveness is given in Section 5.2 and an example with quality-adjusted survival time as the measure of effectiveness is given in Section 5.3. For censored data, an example with survival time as the measure of effectiveness is given in Section 5.4 and an example with quality-adjusted survival time as the measure of effectiveness is given in Section 5.6. A final example presents a Bayesian analysis contrasting the use of prior information and uninformative priors. Emphasis will be placed on using the appropriate methodology for estimating the five parameters of interest, and on using the plot of the incremental net benefit by willingness-to-pay and the cost-effectiveness acceptability curve for inference. The use of different decision thresholds in the SW and NE quadrants of the cost-effectiveness plane is also demonstrated.

5.2 THE CADET-Hp TRIAL

The CADET-Hp Trial is a double-blind, placebo-controlled, parallel-group, multicenter, randomized controlled trial performed in 36
family practitioner centres across Canada. The results are published in Chiba et al. (2002) and Willan (2004). Patients 18 years and over with uninvestigated dyspepsia of at least moderate severity presenting to their family physicians were eligible for randomization, provided they did not have any alarm symptoms and were eligible for empiric drug therapy. Patients were randomized between

\( T \): Omeprazole 20 mg, metronidazole 500 mg and clarithromycin 250 mg, and
\( S \): Omeprazole 20 mg, placebo metronidazole and placebo clarithromycin.

Both regimens were given twice daily for seven days. Treatment success was defined as the presence of no or minimal dyspepsia symptoms at one year. Total costs were determined from the societal perspective and are given in Canadian dollars.

A summary of the parameter estimates is given in Table 5.1. The elements in Table 5.1 are calculated by applying Equations (2.1–2.5). Costs are given in Canadian dollars (CAD$). \( T \) is observed to increase success and decrease costs and, consequently, the point (\( \hat{\Delta}_e, \hat{\Delta}_c \)) lies in the SE (win–win) quadrant and \( \hat{b}_i \) is positive for all positive values of \( \lambda \). For sake of argument suppose the WTP for a success is CAD$ 1000. That is, if the true value of INB evaluated at 1000 is less than or equal to zero, \( T \) should not be adopted. This, then, becomes the null hypothesis, expressed below as \( H_0 \). On the other hand, if INB evaluated at 1000 is greater than zero, \( T \) should be adopted. This becomes the

<table>
<thead>
<tr>
<th>( T(n_T = 142) )</th>
<th>( S(n_S = 146) )</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{\pi}_j )</td>
<td>0.5070</td>
<td>0.3699</td>
</tr>
<tr>
<td>( \hat{\nu}_j )</td>
<td>476.97</td>
<td>529.98</td>
</tr>
<tr>
<td>( \hat{V}(\hat{\pi}_j) )</td>
<td>0.00176</td>
<td>0.001596</td>
</tr>
<tr>
<td>( \hat{V}(\hat{\nu}_j) )</td>
<td>2167</td>
<td>2625</td>
</tr>
<tr>
<td>( \hat{C}(\hat{\pi}_j, \hat{\nu}_j) )</td>
<td>-0.2963</td>
<td>-0.4166</td>
</tr>
</tbody>
</table>
alternative hypothesis, expressed below as $H_1$. Thus the investigators wish to test the hypothesis

$$H_0: b_{1000} \leq 0 \quad \text{versus} \quad H_1: b_{1000} > 0$$

at the 5% level. Rejection of $H_0$ in favor of $H_1$ provides evidence that $T$ is cost-effective compared with $S$. First, the investigators must determine:

$$\hat{b}_{1000} = 1000 \hat{\Delta}_e - \hat{\Delta}_c = 1000 \times 0.1371 - (-53.01) = 190.1$$

and

$$v_{1000} = \hat{V}(\hat{b}_{1000}) = 1000^2 \times \hat{V}(\hat{\Delta}_e) + \hat{V}(\hat{\Delta}_c) - 2 \times 1000$$

$$\times C(\hat{\Delta}_e, \hat{\Delta}_c) = 1000^2 \times 0.003356 + 4792 - 2 \times 1000$$

$$\times (-0.7129) = 9574$$

The $z$-statistic for testing $H_0$ is $\hat{b}_{1000}/\sqrt{v_{1000}} = 190.1/\sqrt{9574} = 1.943$. Since $1.943 > z_{0.95} (= 1.645)$, $H_0$ can be rejected in favor of $H_1$, and the investigators can conclude that there is evidence that $T$ is cost-effective compared with $S$ if the WTP is at least CAD$ 1000$. The 90% confidence limits for $b_{1000}$ are given by:

$$\hat{b}_{1000} \pm z_{0.95}\sqrt{v_{1000}} = 190.1 \pm 1.645 \times 97.85 = 29.15, 351.1.$$  

Since the lower limit is greater than 0, we can, as above, reject $H_0$ in favor of $H_1$, at the 5% level. A two-sided 90% confidence interval is constructed because we wish to test a one-sided null hypothesis at the 5% level.

For any value of $\lambda$, the quantities $\hat{b}_\lambda$ and $v_\lambda$ are given by

$$0.1371\lambda + 53.01 \quad \text{and} \quad 0.003356\lambda^2 + 4792 + 2 \times 0.7129\lambda,$$

respectively, and the 90% confidence limits are given by

$$0.1371\lambda + 53.01 \pm 1.645\sqrt{0.003356\lambda^2 + 4792 + 2 \times 0.7129\lambda}.$$  

The quantity $\hat{b}_\lambda$ and corresponding 90% confidence limits can be calculated for a large range of $\lambda$ and plotted as shown in Figure 5.1. The plot of $\hat{b}_\lambda$ has slope $0.1371$ ($= \Delta_e$), crosses the vertical axis at 53.01 ($= -\hat{\Delta}_c$) and the horizontal axis at $-53.01/0.1371 = -386.7$ ($= \text{ICER}$). By observing where the confidence limits cross the vertical axis, one can make inference regarding the difference between arms with respect to cost, in what is essentially a cost-minimization analysis. Since the
confidence interval includes 0, the null hypothesis of no difference in mean cost cannot be rejected at the 10% level (note that this is a two-sided test). The horizontal intercepts of the confidence limits for $b_\lambda$ define the Fieller confidence interval for the ICER. Therefore, by focusing attention on the horizontal axis one can perform a cost-effectiveness analysis using an ICER approach. The 90% confidence limits for the ICER are $-1710$ and $611.1$. The hypothesis that the ICER is greater than any value above $611.1$ can be rejected at the 5% level since $611.1$ is the upper limit of the 90% confidence interval. The Fieller 90% confidence limits for the ICER can be calculated directly from applying Equation (4.4). That is, the 90% confidence limits are given by:

$$
\hat{R} \left\{ \left( 1 - z_{1-0.05}^2 c \pm z_{1-0.05} \sqrt{a + b - 2c - z_{1-0.05}^2(ab - c^2)} \right) / \left( 1 - z_{1-0.05}^2 a \right) \right\}
$$
Table 5.2  Elements for calculation confidence limits for ICER for the CADET-Hp trial

\[
\hat{R} = \frac{\hat{\Delta}_e}{\hat{\Delta}_c} = -53.01/0.1371 = -386.7 \\
a = \sqrt{\hat{\Delta}_c} = 0.003356/0.1371^2 = 0.1785 \\
b = \hat{\Delta}_c/\hat{\Delta}_c^2 = 4792/(-53.01)^2 = 1.705 \\
c = \hat{\Delta}_c/(\hat{\Delta}_e\hat{\Delta}_c) = -0.7129/(0.1371 \times (-53.01)) = 0.09809 \\
z_{1-0.05} = 1.645
\]

The associated elements for Equation (4.4) are given in Table 5.2. Substituting them into the above equation yields the limits \(-1710\) and 611.1.

Using Figure 5.1 one can perform a cost-effectiveness analysis using an INB approach for any value of \(\lambda\). In particular, for \(\lambda = 1000\), the confidence interval contains only positive values, which means, as above, that the null hypothesis of \(b_{1000} \leq 0\) can be rejected at the 5% level, and that there is evidence to support the adoption of \(T\). This is true for any value of \(\lambda\) that is greater than 611.1 (the upper limit of the ICER). For values of \(\lambda\) less than 611.1 the confidence interval includes negative values and the null hypothesis that \(b_{\lambda} \leq 0\) cannot be rejected at the 5% level.

The cost-effectiveness acceptability curve (CEAC) is given by

\[
A(\lambda) = \Phi \left( \frac{\hat{\Delta}(\lambda)}{\sqrt{\hat{\Delta}_c(\lambda)}} \right) \\
= \Phi \left( \frac{0.1371\lambda + 53.01}{\sqrt{0.003356\lambda^2 + 4792 + 2 \times 0.7129\lambda}} \right)
\]

where \(\Phi(\cdot)\) is the cumulative distribution function for a standard normal random variable, and can be calculated using the following simple SAS\textsuperscript{TM} code:

```sas
do lambda = 0 to 1000;
    a = probnorm((0.1372*lambda + 53.01)/sqrt(0.003356*lambda**2 + 4792 + 2*0.7129*lambda));
    output;
end;
```
The CEAC is shown in Figure 5.2. Since the ICER and its lower 90% confidence limit are negative, they are not shown in the figure. The curve meets the vertical axis ($\lambda = 0$) at $A(0) = \Phi(b_0/\sqrt{\hat{\nu}_0}) = \Phi(-\hat{\Delta}_c/\sqrt{\hat{V}(\hat{\Delta}_c)}) = \Pr(\hat{\Delta}_c < 0) = \Phi(53.01/\sqrt{4792}) = 0.7781$ and asymptotically approaches $\Pr(\hat{\Delta}_c > 0) = \Phi(\hat{\Delta}_c/\sqrt{\hat{V}(\hat{\Delta}_c)}) = \Phi(0.1371/\sqrt{0.003356}) = 0.9910$. Since $A(1000) = 0.9741$, if the WTP for a success is CAD$ 1000, we could say that the probability that $T$ is cost-effective is 97.41%.

5.3 SYMPTOMATIC HORMONE-RESISTANT PROSTATE CANCER

In a trial of symptomatic, hormone-resistant prostate cancer, 161 patients were randomized between prednisone alone ($S$) and prednisone plus mitoxantrone ($T$). The clinical results are published in Tannock et al. (1996) and the economics analysis in Bloomfield et al. (1998). Although there was no statistically significant difference in survival, patients experienced a better quality of life with $T$. Cost data,
Table 5.3 Parameter estimates for the prostate trial

<table>
<thead>
<tr>
<th></th>
<th>$T$ ($n_T = 61$)</th>
<th>$S$ ($n_S = 53$)</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\phi}_j$</td>
<td>40.89</td>
<td>28.11</td>
<td>difference $= \hat{\Delta}_e = 12.78$ (2.10)</td>
</tr>
<tr>
<td>$\hat{v}_j$</td>
<td>27 322</td>
<td>29 039</td>
<td>difference $= \hat{\Delta}_c = -1717$ (2.1)</td>
</tr>
<tr>
<td>$\hat{V}(\hat{\phi}_j)$</td>
<td>24.10</td>
<td>16.42</td>
<td>sum $= \hat{V}(\hat{\Delta}_e) = 40.52$ (2.11)</td>
</tr>
<tr>
<td>$\hat{V}(\hat{v}_j)$</td>
<td>6466 351</td>
<td>7872 681</td>
<td>sum $= \hat{V}(\hat{\Delta}_c) = 14 339 032$ (2.2)</td>
</tr>
<tr>
<td>$\hat{C}(\hat{\phi}_j, \hat{v}_j)$</td>
<td>2771</td>
<td>2876</td>
<td>sum $= \hat{C}(\hat{\Delta}_e, \hat{\Delta}_c) = 5647$ (2.12)</td>
</tr>
</tbody>
</table>

including hospital admissions, outpatient visits, investigations, therapies and palliative care, were collected retrospectively on the 114 patients from the three largest centres. Survival was quality-adjusted using the EORTC quality of life questionnaire QLQ-C30. All patients were followed until death.

A summary of the parameter estimates is given in Table 5.3. Costs are given in Canadian dollars and effectiveness in quality-adjusted life-weeks (QALW). T is observed to increase quality-adjusted survival and decrease costs, and consequently, the point $(\hat{\Delta}_e, \hat{\Delta}_c)$ lies in the SE (win–win) quadrant and $\hat{b}_\lambda$ is positive for all positive values of $\lambda$. If the WTP for a QALW is CAD$ 500, the investigators wish to test the hypothesis

$$H_0: b_{500} \leq 0 \quad \text{versus} \quad H_1: b_{500} > 0$$

at the 5% level, and conclude that there is evidence to adopt $T$ if $H_0$ is rejected. First, the investigators must determine:

$$b_{500} = 500 \times \hat{\Delta}_e - \hat{\Delta}_c = 500 \times 12.78 - (-1717) = 8107$$

and

$$v_{500} = 500^2 \times \hat{V}(\hat{\Delta}_e) + \hat{V}(\hat{\Delta}_c) - 2 \times 500 \times C(\hat{\Delta}_e, \hat{\Delta}_c)$$

$$= 500^2 \times 40.52 + 14 339 032 - 2 \times 500 \times 5647$$

$$= 18 822 032$$

The $z$-statistic for testing $H_0$ is

$$\frac{b_{500}}{\sqrt{v_{500}}} = \frac{8107}{\sqrt{18 822 032}} = 1.869.$$ Since 1.869 $> z_{0.95}(= 1.645)$, $H_0$ can be rejected in favour of
H₁, and the investigators can conclude that there is evidence that T is cost-effective compared with S if the WTP is at least CAD$ 500. The 90% confidence limits for $b_{500}$ are given by:

$$
\hat{b}_{500} \pm z_{0.95}\sqrt{\frac{v_{500}}{}} = 8107 \pm 1.645 \times 4338 = 971.0, 15243
$$

Since the lower limit is greater than 0, we can, as above, reject H₀ in favour of H₁, at the 5% level. A two-sided 90% confidence interval is constructed because we wish to test a one-sided null hypothesis at the 5% level.

For any value of $\lambda$, the quantities $\hat{b}_\lambda$ and $v_\lambda$ are given by $12.78\lambda + 1717$ and $40.52\lambda^2 + 14339032 - 2 \times 5647\lambda$, respectively, and the 90% confidence limits are given by $12.78\lambda + 1717 \pm 1.645 \times \sqrt{40.52\lambda^2 + 14339032 - 2 \times 5647\lambda}$. The quantity $\hat{b}_\lambda$ and corresponding 90% confidence limits can be calculated for a large range of $\lambda$ and plotted as shown in Figure 5.3. The plot of $\hat{b}_\lambda$ has slope 12.78

![Figure 5.3 INB versus $\lambda$ for the prostate trial.](image)

1. Lower confidence limit for ICER; 2. ICER; 3. upper confidence limit for ICER; 4. estimate of $-\Delta_1$; 5. upper confidence limit for INB(500); 6. estimate of INB(500); 7. lower confidence limit for INB(500)
Symptomatic hormone-resistant prostate cancer

\( (= \Delta_e) \), crosses the vertical axis at 1717 \( (= -\hat{\Delta}_e) \) and the horizontal axis at \(-1717/12.78 = -134.4 \) \( (= \text{ICER}) \). By observing where the confidence limits cross the vertical axis, one can make inference regarding the difference between arms with respect to cost, in what is essentially a cost-minimization analysis. Since the confidence interval includes 0, the null hypothesis of no difference in mean cost cannot be rejected at the 10% level (note that this is a two-sided test). The horizontal intercepts of the confidence limits define the Fieller confidence interval for the ICER. Therefore, by focusing attention on the horizontal axis one can perform a cost-effectiveness analysis using an ICER approach. The 90% confidence limits for the ICER are \(-1765 \) and 378.3. The hypothesis that the ICER is greater than any value above 378.3 can be rejected at the 5% level since 378.3 is the upper limit of the 90% confidence interval. The 90% confidence limits for the ICER can be calculated directly from applying Equation (4.4). That is, 90% confidence limits are given by:

\[
\hat{R} \left\{ \left(1 - z_{1-0.05}^2 c \pm z_{1-0.05} \sqrt{a + b - 2c - z_{1-0.05}^2(ab - c^2)} \right)/ \left(1 - z_{1-0.05}^2 a \right) \right\}
\]

The associated elements for Equation (4.4) are given in Table 5.4.

Using Figure 5.3 one can perform a cost-effectiveness analysis using an INB approach for any value of \( \lambda \). In particular, for \( \lambda = 500 \), the confidence interval contains only positive values, which means, as above, the null hypothesis that \( b_{500} \leq 0 \) can be rejected and that there is evidence to support the adoption of \( T \). This is true for any value of

<table>
<thead>
<tr>
<th>Table 5.4</th>
<th>Elements for calculation confidence limits for ICER for the prostate trial</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{R} )</td>
<td>( \hat{\Delta}_e/\hat{\Delta}_c = -1717/12.78 = -134.4 )</td>
</tr>
<tr>
<td>( a )</td>
<td>( \hat{V}(\hat{\Delta}_e)/\hat{\Delta}_e^2 = 40.52/12.78^2 = 0.2481 )</td>
</tr>
<tr>
<td>( b )</td>
<td>( \hat{V}(\hat{\Delta}_c)/\hat{\Delta}_c^2 = 14339032/(-1717)^2 = 4.864 )</td>
</tr>
<tr>
<td>( c )</td>
<td>( \hat{C}(\hat{\Delta}_e, \hat{\Delta}_c)/(\hat{\Delta}_e\hat{\Delta}_c) = 5647/(12.78 \times (-1717)) = -0.2573 )</td>
</tr>
<tr>
<td>( z_{1-0.05} )</td>
<td>( 1.645 )</td>
</tr>
</tbody>
</table>
Cost-effectiveness analysis: examples

$\lambda$ that is greater than 378.3 (upper limit of the ICER). For values of $\lambda$ less than 378.3 the confidence interval includes negative values and the null hypothesis that $b_\lambda \leq 0$ cannot be rejected.

The cost-effectiveness acceptability curve can be calculated by:

$$A(\lambda) = \Phi \left( \frac{b_\lambda \sqrt{\nu_\lambda}}{\sqrt{40.52\lambda^2 + 14339032 - 2 \times 5647\lambda}} \right)$$

The curve is illustrated in Figure 5.4 and meets the vertical axis at $\Pr(\Delta_e < 0) = \Phi(1717/\sqrt{14339032}) = 0.6749$ and asymptotically approaches $\Pr(\Delta_e > 0) = \Phi(12.78/\sqrt{40.52}) = 0.9777$. Since $A(500) = 0.9692$, if the WTP for a QALW is CAD$500, we could say that the probability that $T$ is cost-effective is 96.92%.

The potential use of different threshold decision rules in the SW and NE quadrants of the cost-effectiveness plane is demonstrated for the prostate example in Table 5.5. In the upper panel of the table, the probability that Treatment is cost-effect and the estimate of INB, with 90% Bayesian credible intervals are presented under the assumption of a WTP of CAD$400 per quality-adjusted life-week, for various values of $\gamma$, the ratio of WTP to WTA in the two quadrants (see Section 4.6).
The first row with $\gamma = 1$ corresponds to the conventional approach of using the same value of lambda throughout. Since the estimate $\hat{\Delta}_e$ is statistically significant, and little of the probability density of $(\hat{\Delta}_e, \hat{\Delta}_c)^T$ lies to the left of the vertical axis, as $\gamma$ increases, only small changes are seen. However, the hypothesis $b_{400} \leq 0$ (versus $b_{400} > 0$) can be rejected for $\gamma = 1$ or 2, but not for $\gamma = 5$ or 10. For illustration, the analysis was rerun setting $\hat{\Delta}_c = 0$, so that 50% of the probability lies to the left of the vertical axis. The results, shown in the bottom panel in Table 5.5, illustrate that in this circumstance the results are quite sensitive to $\gamma$.

### 5.4 THE CANADIAN IMPLANTABLE DEFIBRILLATOR STUDY (CIDS)

In a trial of patients at risk of cardiac arrest, a total of 659 patients with resuscitated ventricular fibrillation or sustained ventricular tachycardia or with unmonitored syncope were randomized between amiodarone and implantable cardioverter defibrillator. Due to budgetary constraints, the costs were collected on the first 430 patients only. The clinical results are reported in Connolly et al. (2000), and the economic evaluation in O’Brien et al. (2000). For this example the measure of effectiveness is survival time, with the duration of interest set to 6.5 years, i.e. $\tau = 6.5$. Administrative censoring occurred and,
consequently, not all patients were followed for the entire duration of interest. Total costs are given in Canadian dollars, and were collected every three months for a total of 26 three-monthly intervals.

The estimators of the parameters of interest, using inverse probability weighting (IPW), are given in Table 5.6. By contrast the parameters of interest using life-table methods for effectiveness and the direct method for cost are given in Table 5.7. The estimates are almost identical and the following analyses are performed using the IPW estimates. \( T \) is observed to increase mean survival and increase costs, and consequently, the point \((\hat{\Delta}_e, \hat{\Delta}_c)\) lies in the NE (trade-off) quadrant. For any value of \( \lambda \), the quantities \( b_\lambda \) and \( v_\lambda \) are given

### Table 5.6 Parameter estimates for the CIDS trial using inverse probability weighting

<table>
<thead>
<tr>
<th>( T(n_T = 212) )</th>
<th>( S(n_S = 218) )</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{\mu}_j )</td>
<td>4.832</td>
<td>4.682</td>
</tr>
<tr>
<td>( \hat{v}_j )</td>
<td>87 044</td>
<td>38 819</td>
</tr>
<tr>
<td>( \hat{V}(\hat{\mu}_j) )</td>
<td>0.02418</td>
<td>0.02440</td>
</tr>
<tr>
<td>( \hat{V}(\hat{v}_j) )</td>
<td>8462 152</td>
<td>6497 962</td>
</tr>
<tr>
<td>( \hat{C}(\hat{\mu}_j, \hat{v}_j) )</td>
<td>125.8</td>
<td>20.42</td>
</tr>
</tbody>
</table>

### Table 5.7 Parameter estimates for the CIDS trial using life-table methods for effectiveness and the direct method for cost

<table>
<thead>
<tr>
<th>( T(n_T = 212) )</th>
<th>( S(n_S = 218) )</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{\mu}_j )</td>
<td>4.832</td>
<td>4.682</td>
</tr>
<tr>
<td>( \hat{v}_j )</td>
<td>87 103</td>
<td>38 864</td>
</tr>
<tr>
<td>( \hat{V}(\hat{\mu}_j) )</td>
<td>0.02443</td>
<td>0.02437</td>
</tr>
<tr>
<td>( \hat{V}(\hat{v}_j) )</td>
<td>8461 538</td>
<td>6519 142</td>
</tr>
<tr>
<td>( \hat{C}(\hat{\mu}_j, \hat{v}_j) )</td>
<td>124.9</td>
<td>14.20</td>
</tr>
</tbody>
</table>
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Figure 5.5 INB versus $\lambda$ for the CIDS trial. $^1$Lower confidence limit for ICER; $^2$ICER

by $0.15\lambda - 48225$ and $0.04858\lambda^2 + 14960114 - 2 \times 146.2\lambda$, respectively, and the 90% confidence limits are given by $0.15\lambda - 48225 \pm 1.645 \times \sqrt{0.04858\lambda^2 + 14960114 - 2 \times 146.2\lambda}$. The quantity $\hat{b}_\lambda$, and corresponding 90% confidence limits are plotted in Figure 5.5. The plot of $\hat{b}_\lambda$ has slope $0.15$ ($= \Delta_c$), crosses the vertical axis at $-48225$ ($= -\Delta_c$) and the horizontal axis at $48225/0.15 = 321500$ ($= ICER$). By observing where the confidence limits cross the vertical axis, one can make inference regarding the difference between arms with respect to cost, in what is essentially a cost-minimization analysis. Since the confidence interval includes only negative values, the null hypothesis of no difference in mean cost can be rejected at the 10% level, and the investigators can conclude that there is evidence that $T$ increases costs. (Recall that the confidence interval defined on the vertical axis is for $-\Delta_c$, and since the confidence interval for $-\Delta_c$ includes only negative values, the confidence interval for $\Delta_c$ includes only positive values.)
Table 5.8 Elements for calculation confidence limits for ICER for the CIDS trial

\[
\hat{R} = \hat{\Delta}_c / \hat{\Delta}_e = 48225/0.1500 = 321500 \\
a = \hat{V}(\hat{\Delta}_c) / \hat{\Delta}_e^2 = 0.04858/0.1500^2 = 2.159 \\
b = \hat{V}(\Delta_c) / \hat{\Delta}_e^2 = 14960114/(48225)^2 = 0.006433 \\
c = \hat{C}(\hat{\Delta}_e, \hat{\Delta}_c) / (\hat{\Delta}_e \hat{\Delta}_c) = 146.2/(0.1500 \times 48225) = 0.02021 \\
z_{1-0.05} = 1.645
\]

The horizontal intercepts of the confidence limits define the Fieller confidence interval for the ICER and, by focusing attention on the horizontal axis, one can perform a cost-effectiveness analysis using an ICER approach. The 90% lower limit for the ICER is 95 080. Since the lower limit of the INB fails to cross the horizontal axis, the upper limit of the ICER approaches $+\infty$, i.e. the confidence interval for the ICER includes the positive vertical axis of the cost-effectiveness plane. This is interpreted to mean that there is no value for the WTP that would make $T$ cost-effective with 95% confidence. Likewise, since the lower limit of the INB fails to cross the horizontal axis, the confidence interval for INB always includes negative values, which leads to the same conclusion. The 90% confidence limits for the ICER can be calculated directly from applying Equation (4.4), whose associated elements are given in Table 5.8. The solution to Equation (4.4) yields the interval $[95 080, -220 626]$. Since the lower limit is positive and the upper limit is negative, the confidence region on the CE plane includes part of the NW (lose–lose) quadrant, see Figure 5.6. Consequently, a proper representation of the interval is given by $[95 080, +\infty)$, since the largest value in the interval approaches $+\infty$.

The cost-effectiveness acceptability curve can be calculated by:

\[
A(\lambda) = \Phi\left(\frac{\hat{b}_\lambda}{\hat{\sqrt{\mu}_\lambda}}\right) \\
= \Phi\left((0.15\lambda - 48225)/\sqrt{0.04858\lambda^2 + 14960114 - 2 \times 146.2\lambda}\right)
\]

The curve, see Figure 5.7, meets the vertical axis ($\lambda = 0$) at $Pr(\Delta_c < 0) = \Phi(-48225/\sqrt{14960114}) = 5.564 \times 10^{-36}$ and asymptotically approaches $Pr(\Delta_e > 0) = \Phi(0.15/\sqrt{0.04858}) = 0.7519$. 
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Figure 5.6 ICER confidence region on the CE plane for the CIDS trial

\[ \Pr(\lambda \Delta_e - \Delta_c > 0) \]

\[ \Pr(\Delta_c > 0) = 0.75 \]

\[ \Pr(h_{10000} > 0) = 0.063 \]

\[ R = 321,500 \]

Figure 5.7 Cost-effectiveness acceptability curve for CIDS trial
Since \( A(100,000) = 0.06314 \), if the WTP for a year of life is CAD$100,000, we could say that the probability that \( T \) is cost-effective is 6.314%.

### 5.5 THE EVALUATE TRIAL

The EVALUATE trial is a randomized comparison of laparoscopic-assisted hysterectomy (\( T \)) versus standard hysterectomy (\( S \)). Detailed reports of the trial can be found elsewhere, see Garry et al. (2004) and Sculpher et al. (2004). Patients were stratified into two groups, those undergoing vaginal hysterectomy and those undergoing abdominal hysterectomy, and the strata were analyzed and reported separately. Randomization was 2-to-1 in favor of laparoscopy. Allocation by treatment group and type of hysterectomy is given in Table 5.9. Effectiveness was expressed in quality-adjusted life-years, and measured using the EQ-5D questionnaire, see Kind (1996). EQ-5D measurements were taken at randomization, and at three follow-up visits: six weeks, four months and one year. These follow-up visits defined the three time intervals (i.e. \( K = 3 \)) with \( a_1 = 0, a_2 = 6, a_3 = 17 \) and \( a_4 = 52 \), expressed in weeks. Since the boundaries of the time interval coincided with the EQ-5D measurements (as they often would), \( q_k \), the quality-adjusted life-year score for interval \( k \), equals

\[
\frac{(Q_{k+1} + Q_k)}{2} \times \frac{(a_{k+1} - a_k)}{52}
\]

where \( Q_k \) is the EQ-5D measurement at \( a_k \). Total costs, expressed in UK pounds, were collected for these time intervals also. Although there were no deaths, several patients failed to complete all follow-up visits and were considered censored.

<table>
<thead>
<tr>
<th>Table 5.9</th>
<th>Treatment by type of hysterectomy, EVALUATE example</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Laparoscopic</td>
</tr>
<tr>
<td>Vaginal (( N = 487 ))</td>
<td>324</td>
</tr>
<tr>
<td>Abdominal (( N = 859 ))</td>
<td>573</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>$T(n_T = 573)$</th>
<th>$S(n_S = 286)$</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\phi}_j$</td>
<td>0.8703</td>
<td>0.8617</td>
<td>difference $= \hat{\Delta}_c$ $= 0.009148$ (3.35)</td>
</tr>
<tr>
<td>$\hat{v}_j$</td>
<td>1705.4</td>
<td>1519.6</td>
<td>difference $= \hat{\Delta}_c = 185.8$ (3.12, 3.13)</td>
</tr>
<tr>
<td>$\hat{V}(\hat{\phi}_j)$</td>
<td>0.00003242</td>
<td>0.00007121</td>
<td>sum $= \hat{V}(\hat{\Delta}_c)$ $= 0.0001036$ (3.37)</td>
</tr>
<tr>
<td>$\hat{V}(\hat{v}_j)$</td>
<td>3245</td>
<td>7099</td>
<td>sum $= \hat{V}(\hat{\Delta}_c) = 10344$ (3.14)</td>
</tr>
<tr>
<td>$\hat{C}(\hat{\phi}_j, \hat{v}_j)$</td>
<td>-0.05912</td>
<td>-0.1748</td>
<td>sum $= \hat{C}(\hat{\Delta}_c, \hat{\Delta}_c)$ $= -0.2339$ (3.39)</td>
</tr>
</tbody>
</table>

The estimators of the parameters of interest for the abdominal patients, using inverse probability weighting, are given in Table 5.10. $T$ is observed to increase mean quality-adjusted survival and increase costs and, consequently, the point $(\hat{\Delta}_e, \hat{\Delta}_c)$ lies in the NE (trade-off) quadrant. For any value of $\lambda$, the quantities $\hat{b}_\lambda$ and $\nu_\lambda$ are given by $0.009148\lambda - 185.8$ and $0.0001036\lambda^2 + 10344 - 2 \times (-0.2339)\lambda$, respectively, and the 90% confidence limits are given by

$$0.009148\lambda - 185.8 \pm 1.645\sqrt{0.0001036\lambda^2 + 10344 + 2 \times 0.2339\lambda}$$

The quantity $\hat{b}_\lambda$ and corresponding 90% confidence limits are plotted in Figure 5.8. The plot of $\hat{b}_\lambda$ has slope $0.009148$ ($= \Delta_e$), crosses the vertical axis at $-185.8$ ($= -\hat{\Delta}_c$) and the horizontal axis at $185.8/0.009148 = 20310$ ($= \text{ICER}$). By observing where the confidence intervals cross the vertical axis, one can make inference regarding the difference between arms with respect to cost, in what is essentially a cost-minimization analysis. Since the confidence interval includes only negative values, the null hypothesis of no difference in mean cost can be rejected at the 10% level, and the investigators can conclude that there is evidence that $T$ increases costs. (Recall that the confidence interval defined on the vertical axis is for $-\hat{\Delta}_c$, and since the
The horizontal intercepts of the confidence limits define the Fieller confidence interval for the ICER and, by focusing attention on the horizontal axis, one can perform a cost-effectiveness analysis using an ICER approach. The 90% lower limit for the ICER is 1327. Since the lower limit of the INB fails to cross the horizontal axis, the upper limit of the ICER approaches $+\infty$, i.e. the confidence interval for the ICER includes the positive vertical axis of the cost-effectiveness plane. This is interpreted to mean that there is no value for the WTP that would make $T$ cost-effective with 95% confidence. Similarly, since the lower limit of the INB fails to cross the horizontal axis, the confidence interval for INB always includes negative values, which leads to the same conclusion. The 90% confidence limits for the ICER can be calculated directly from applying Equation (4.4), whose associated elements are given in Table 5.11. The solution to Equation (4.4) yields the interval $[1327, -25054]$. Since the lower limit is positive and the upper limit is negative, the confidence region on the CE plane includes...
Table 5.11 Element for calculation confidence limits for ICER for the abdominal patients in the EVALUATE trial

\[ \hat{R} = \frac{\hat{\Delta}_c}{\hat{\Delta}_e} = \frac{185.8}{0.009148} = 20,310 \]

\[ a = \hat{V}(\hat{\Delta}_c) / \hat{\Delta}_e^2 = \frac{0.0001036}{0.009148^2} = 1.238 \]

\[ b = \hat{V}(\hat{\Delta}_e) / \hat{\Delta}_c^2 = \frac{10,344}{(185.8)^2} = 0.2996 \]

\[ c = \hat{C}(\hat{\Delta}_e, \hat{\Delta}_c) / (\hat{\Delta}_e \hat{\Delta}_c) = -0.2329 / (0.009148 \times 185.8) = -0.1370 \]

\[ z_{1-0.05} = 1.645 \]

part of the NW (lose–lose) quadrant, see Figure 5.9. Consequently, a proper representation of the interval is given by \([1327, +\infty)\), since the largest value in the interval approaches +\infty.

The cost-effectiveness acceptability curve can be calculated by

\[ A(\lambda) = \Phi \left( \frac{b_\lambda}{\sqrt{\nu_\lambda}} \right) = \Phi \left( \frac{(0.009148 - 185.8)}{\sqrt{0.0001036\lambda^2 + 10,344 + 2 \times 0.2339\lambda}} \right) \]

Figure 5.9 ICER confidence region on the CE plane for the EVALUATE trial
5.6 BAYESIAN APPROACH APPLIED TO THE UK PDS STUDY

To illustrate the Bayesian approach to cost-effectiveness analysis, data from the UK prospective diabetes study (PDS) are employed. These data relate to a cost-effectiveness analysis designed to assess the efficiency of tight blood pressure control compared with less tight control in hypertensive patients with type 2 diabetes (Raikou et al., 1998). Hypertension in subjects with type II diabetes is a risk factor for macrovascular complications. Although improved blood pressure control has been shown to reduce myocardial infarction and stroke in a diabetic sub-group of elderly patients with type II diabetes (SHEP Cooperative Research Group 1991) no information on younger patients or
the effect on complications of diabetes was available. The authors of the original cost-effectiveness analysis noted that, although cost-effectiveness of antihypertensive programs based on education and drugs have been reported for a number of populations: ‘... these analyses have mainly been based on models and lack information on effectiveness and use of resources from long term trials, and none has considered hypertensive patients with type II diabetes.’

The authors then go on to report the results of their study in the form of the incremental costs, incremental effects and employing the cost-effectiveness acceptability curve approach. These results, assuming the then standard discount rates of 6% for both costs and life-years, are reproduced in Table 5.12. Also included in Table 5.12 is an assessment of the net benefit of tight blood pressure control, assuming a value of $\lambda$ of £20 000 per year of life gained (LYG). Although tight blood pressure control looks both more effective (in terms of LYG) and more costly, neither of these differences are statistically significant at conventional levels. Furthermore, the net benefit statistic shows a positive net benefit at $\lambda = £20 000$, but is also

Table 5.12 Summary statistics for the cost-effectiveness of tight blood pressure control compared with less tight control in the UK prospective diabetes study

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>SE</th>
<th>Lower 95% limit</th>
<th>Upper 95% limit</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Control Group</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effect (yr)</td>
<td>10.30</td>
<td>0.17</td>
<td>9.97</td>
<td>10.64</td>
</tr>
<tr>
<td>Cost (£)</td>
<td>6145</td>
<td>434</td>
<td>5294</td>
<td>6996</td>
</tr>
<tr>
<td><strong>Treatment Group</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effect (yr)</td>
<td>10.63</td>
<td>0.12</td>
<td>10.41</td>
<td>10.96</td>
</tr>
<tr>
<td>Cost (£)</td>
<td>6381</td>
<td>309</td>
<td>5775</td>
<td>6987</td>
</tr>
<tr>
<td><strong>Difference</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effect (yr)</td>
<td>0.33</td>
<td>0.21</td>
<td>−0.08</td>
<td>0.73</td>
</tr>
<tr>
<td>Cost (£)</td>
<td>236</td>
<td>533</td>
<td>−808</td>
<td>1280</td>
</tr>
<tr>
<td>ICER</td>
<td>720</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>INB*</td>
<td>6319</td>
<td>4169</td>
<td>−1853</td>
<td>14 490</td>
</tr>
</tbody>
</table>

*For $\lambda = £20 000$ per year of life gained.
non-significant. A naïve economic analysis might conclude that there was nothing to choose between these two treatments, however, this would ignore the wealth of information built up in the UK PDS study over an 11-year median follow-up time that the effectiveness of treatment is approaching the standard level of statistical significance. Indeed, the clinical endpoint of time to a diabetes-related event was shown to have a statistically significant difference between the two treatments. Instead the authors presented the results of their analysis in terms of a cost-effectiveness acceptability curve showing, for example, that for \( \lambda = £20000/\text{LYG} \), there is a 92% probability that the intervention is cost-effective.

Of course, such an interpretation is only possible using a Bayesian view of probability. The quote from the original paper above indicates that the authors of the original study had considered that there was little information on the cost-effectiveness of tight blood pressure control for diabetic patients prior to the their reported results. However, a search of a database of cost-effectiveness analyses reporting cost per QALY and cost per life-year results (Briggs and Gray, 1999) for economic analyses of hypertension control conducted alongside a clinical trial identified an economic analysis of the Swedish Trial of Old patients with Hypertension (the STOP hypertension study; Dahlof et al., 1991; Johannesson et al., 1993). Clearly, the population studied (elderly Swedish patients without diabetes) differed from that of hypertensive patients in the UK PDS, but in the absence of other information, this trial might been seen as providing at least some information of the likely costs and effectiveness in the UK PDS population. Taking the average estimates of the life-years gained and costs reported in the economic analysis of the STOP study suggests that an estimated 0.16 life-years might be gained from treatment at an additional cost of approximately £1400 (converted from Swedish kronor and inflated to 1996 prices). Unfortunately, there was little information on sampling variation given in the economic analysis of the STOP study and standard errors on cost and effect differences were not given. Therefore, the standard errors were set arbitrarily to give a coefficient of variation on cost and effect equal to 2, in order to be conservative and to reflect the fact that the different methods employed in the economic analysis, the difference between the patient populations and the difference
Bayesian approach applied to the UK PDS study

Figure 5.11 Bayesian approach to cost-effectiveness analysis of tight blood pressure control for hypertensive diabetic patients. Two posterior distributions for net benefits based on an informative prior distribution (shown) and an uninformative prior

between the two countries’ health care systems will all increase the level of uncertainty associated with these prior estimates.

Using the net benefit approach, Figure 5.11 presents this prior information and the posterior distribution arising from employing this information together with the data from Table 5.12. This is the Bayesian approach with an informative prior. The alternative would be to employ an uninformative prior such that the posterior distribution produced is dominated by the observed data—either because no prior information is available, or because the analyst wishes to discard that information. The posterior distribution based on the uninformative prior is also shown in Figure 5.11, and exactly corresponds with the data likelihood. It is clear that incorporating the prior information reduces the variance of the posterior distribution, but that the point estimate of net benefit is weighted most heavily toward the UK PDS data.
Having estimated the prior and posterior distributions for net benefits using Bayesian methods, the probability of the intervention being cost-effective can then be plotted as a function of $\lambda$ to generate cost-effectiveness acceptability curves and these are shown in Figure 5.12. Just as the Bayesian posterior distribution of net benefit with an uninformative prior corresponds to the data likelihood, so the cost-effectiveness acceptability curve plotted under the assumption of a uninformative prior will correspond exactly to a cost-effectiveness acceptability curve calculated by frequentist methods (involving the less natural interpretation of the curve based on $P$-values).

**5.7 SUMMARY**

This chapter has demonstrated different aspects of the material covered so far in the book using a range of different examples taken from
real-life analyses. The aim was to illustrate and emphasize the importance of the methods discussed to this point. Having covered the basic methods for estimating the five key parameters required to summarize cost-effectiveness data, the remaining chapters move on to more specialized topics: power and sample size, covariate adjustment and subgroup analyses, multicenter studies, and statistical modeling of trial data.
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